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Abstract: We propose an internal-genetic-algorithm-based, energy-efficient clustering 

(INGABEEC) method to enhance the lifetime of wireless sensor networks (WSNs). The 

proposed method generates energy-efficient clusters by considering several aspects of the 

WSNs. The INGABEEC generates energy-efficient clusters by genetic algorithm, where 

cluster heads are changed dynamically. Furthermore, the INGABEEC is improved by using 

an intra-cluster communication between non-cluster head nodes. 
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________________________________________________________________________________ 
 

INTRODUCTION 
 

Wireless sensor networks (WSNs) consist of sensors that can sense biophysical events such 

as light, sound, humidity and pressure, and a network infrastructure enables these sensed values to 

be transmitted without any wire. The receiver-transmitter circuits providing the wireless 

communication are positioned on these sensor nodes.  

Although WSNs have a wide range of application areas such as target tracking, habitat 

monitoring, surveillance and security [1, 2], the sensor nodes and communication capabilities of the 

network are required to be used at an optimum level due to the limited availability of energy 

resources. Using clusters for WSNs reduces the energy consumption by lessening communication 

distance among sensor nodes. Therefore, for environmental monitoring it may be energetically 

advantageous to use cluster-based methods [3]. The issue of efficient use of energy in WSNs is 

among the topics to be researched extensively. Other issues related to reduced energy consumption 

that need further attention are: compressing data to be sent to minimum size, improvement of data 

processing process, and routing techniques in the step of transmitting and delivery of data to a 

targeted destination at minimum cost.  
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In this study the architecture and design criteria of WSNs as well as the requirements for 

routing are investigated, and a new method that will extend the lifespan of the network and reduce 

the amount of energy spent in the data transmission phase is presented. 
 

RELATED WORK 
 

The low-energy adaptive clustering hierarchy (LEACH) is one of the oldest and best-known 

clustering algorithms [4]. Sensors are divided into clusters by organising themselves using the 

LEACH algorithm. In doing so they evaluate the distance to the cluster head, where the leader of  

the cluster sends the cluster’s whole data to base station. They calculate this distance by checking 

the strength of the broadcast signal received from the cluster head. Cluster heads are also used as 

routers for the base station. All data-processing operations are performed in the clusters. In LEACH 

algorithm, the communication process is divided into rounds and each round consists of two phases. 

The first phase is the set-up phase and the second phase is the steady-state phase. LEACH uses 

adaptive clusters, which is different from conventional clustering methods, and changes the cluster 

heads by rotation. In this way energy requirements of the network are distributed between the 

sensors. When cluster heads are changed, new clusters are created. Besides, local calculating is 

performed in the LEACH algorithm. Thus, the cluster heads do not send the data received from the 

members’ nodes to the base station directly. Instead, they compress all the data received from all the 

member nodes and send them as a single package. This reduces the energy consumption 

significantly and processing the data requires much less energy compared to the direct 

communication.    

A two-level hierarchy for LEACH (TL-LEACH) protocol is an enhanced form of LEACH 

[5]. Two layers are formed between the cluster heads (primary and secondary). In each cluster the 

primary cluster heads communicate with the secondary ones and the respective secondary heads 

communicate with the member nodes. The selection process of primary and secondary cluster heads 

is the same as in the LEACH. The probability of selecting the primary cluster heads is less than that 

of selecting the secondary cluster heads. Communication takes place in two steps from the source 

node to the carrier: collecting the data from member nodes of the secondary cluster heads, and the 

primary cluster heads collecting the data from relevant secondary cluster heads.  

The candidate cluster heads compete with each other for a certain round to be the cluster 

head by meeting some specifications in an energy-efficient clustering scheme [6]. In this 

competition the candidates notify the others of their remaining energy. The node with the highest 

remaining energy becomes the cluster head. The cluster formation is different from the LEACH in 

that the energy-efficient clustering scheme dynamically changes the cluster size based on the 

distance between the cluster and base station. In this way the algorithm tries to prevent the energy 

consumption problem of the clusters far away from the base station. This improves the energy 

distribution and increases the lifespan of the network.  In the cluster head selection process, well-

distributed cluster heads can be selected by a small control support process. In the cluster head 

formation process, a new weighting function for load balancing in the clusters has been developed 

[6]. 

In the hierarchical clustering method the base station is included in the operation [7]. In this 

routing scheme the principle of ‘energy spent for long distance messaging are much more than 

energy spent for short distance messaging’ is taken into account. The LEACH protocol has been 

expanded by using a set of cooperative called head-set rather than using a single cluster head. In 

addition, the base station is informed about energy status of the nodes when result packages are 
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sent. Thus, the base station generates energy-efficient clusters using energy status of the nodes. The 

members of the head-set are in charge of sending the messages to a remote base station. Only one of 

the members of the head-set is active at a time while the others are in the sleeping mode. The 

transmitting task to the base station is distributed equally among members of the head-set. In the 

radio model used in this study, in addition to LEACH, the energy consumed for remote and close 

distances is considered by different equations. In the selection phase of the study the base station is 

aware of the number of active nodes and makes a decision regarding the suitable number of clusters 

by using the energy levels of nodes. In contradistinction to LEACH, the base station selects a group 

of head-sets and publishes this information in the network. Then the selection of members (grouped 

into the clusters) is the same as in LEACH. In the last step of the selection stage each cluster head 

forms a collaborative cluster (head-set) by checking the signal level of notification message 

received from member nodes.  

In the LEACH-central method it is aimed to create clusters that can generate better results 

using a central control algorithm by completely changing the set-up phase in LEACH [8]. The data 

transmission phase is the same as in LEACH. In the set-up phase of LEACH-central, each node 

transmits its location information and energy level to the base station, which calculates the average 

energy levels of the nodes in order to balance the load between nodes. The nodes with an energy 

level lower than average cannot be the cluster head in that round. The base station uses a simulated 

annealing algorithm to find the remaining possible cluster heads and optimal clusters. This 

algorithm aims to use a minimum amount of energy spent while sending the data of member nodes 

to the cluster heads. It can achieve this by minimising the distances between all member nodes and 

cluster heads. 

The main differences of the present study from those summarised above are twofold: (1) a 

better genetic algorithm is used to increase efficiency, and (2) sensor nodes in every cluster are 

organised as a chain to perform a multi-hop intra-cluster communication to reduce energy 

consumption and maximise the lifetime of the network. 
 

INTERNAL-GENETIC-ALGORITHM-BASED, ENERGY-EFFICIENT CLUSTERS (INGABEEC) 
  

The INGABEEC algorithm is a new method that improves on the genetic-algorithm-based, 

energy-efficient clusters (GABEEC) algorithm [9], which was developed to increase the network 

lifetime of WSNs. The integration of a model similar to the ‘power-efficient gathering in sensor 

information systems’ algorithm [10] was suggested in order to minimise the packet communication 

process in GABEEC. The two stages used for GABEEC are modified in the INGABEEC method to 

three stages as follows: set-up, creation of intra-chain and data communication.  

The first stage is the set-up and it is performed only once. In this stage some nodes become 

the cluster heads of some clusters and the remaining ones become the members of these clusters. 

The selection of cluster heads was pre-defined and the total cluster head number shows the total 

number of clusters that can be created in a network at the same time. The nodes which are not 

cluster heads are assigned to the cluster with the nearest cluster head based on their distances to 

these cluster heads. After the determination of the clusters, the nodes in each cluster are 

programmed to perform communication with the nearest node in the same cluster. The approach of 

INGABEEC addresses and applies the principle of the ‘power-efficient gathering in sensor 

information systems’ method [10], which has a key idea of creating a chain by cluster nodes with 

the nearest-neighbour nodes and transmitting the data to the base station by transferring them from 

one node to another. In the chain creation of each cluster, which is the second stage, the endless 
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message spread is prevented by sorting the nodes from farther to nearer. This process is shown in 

Scheme 1.  
 

 
 

Scheme 1.  Topology of INGABEEC protocol 
 

The third stage is the stage where the communication takes place. All members of sensor 

nodes in the cluster begin to communicate with the cluster heads. Each node transmits the data to 

the target node in the chain in order to finally deliver the data to the cluster head. In this way all the 

packets are transmitted to the cluster head through the target nodes.  

The cluster head collects all the data received from the closest node in a single packet and 

transmits this packet to the base station. At the end of transmitting of the data collected from cluster 

heads to the base station, one single round is completed. Upon completion of each round, the base 

station checks the energy levels of the member nodes and cluster heads. If the energy of a cluster 

head drops to a level lower than the average energy level of the cluster, a new cluster head should 

be selected. To accomplish this, the member node with the highest energy is assigned as cluster 

head. The current cluster head acts as a member node [9]. After an exchange between nodes per 

cluster, the chain between nodes is re-established.  

The genetic-algorithm-based application of the proposed method is described in the 

following sub-headings.    
 

Representing the Network as a Chromosome 
   

The binary system is used in genetic algorithm in order to express the nodes in the network. 

A network is represented by the bit group consisting of 0’s and 1’s. Each bit within this 

representation refers to the normal node or cluster head. The cluster head node takes the value of 1, 

whereas the normal node is 0. This 10-bit network is named as chromosome in the genetic 

algorithm literature. Each bit in the representation refers to a gene. The structure of a chromosome 

composed of 10 bit-gene is shown in Scheme 2. 

The sensor nodes (s1, s4 and s7) given in Scheme 2 are the cluster heads, whereas s2, s3, s5, 

s6, s8, s9 and s10 are normal nodes. Each chromosome of the genetic algorithm represents a 

network topology. Chromosomes are composed of random genes resulting in different network 

topologies. Genetic algorithm is used to select the cluster heads; each node makes a distance 

calculation to find the nearest cluster head and connects with the nearest one. After this step, the 
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determination of the fitness function and calculation of this fitness function for the chromosome 

representing this network must be performed.  
 

 

Scheme 2.  Bit representation of a wireless sensor network 
 

Fitness Function 
 

The fitness function, which is a component of the genetic algorithms, is used in the 

evaluation of sensor networks. The data obtained by calculating the fitness value present the 

achievement level of the fitness function. 

According to the literature, one of the most important factors in the fitness function is 

distance. Reducing the distance variable decreases the amount of energy consumed. The fitness 

function used by Jin et al.[11] is given in equation 1: 
 

                                        Fitness =�∗(�−Distance�)+(1−�)∗(�−��)                                                (1) 
 

In equation 1 D refers to the total distance of all sensor nodes to the base station/data 

collector. The Distance� value is calculated by summing up the total distance from the sensor nodes 

to the cluster head in each cluster and the total distance of each cluster head to the base station. Hi 

refers to the number of cluster heads while N refers to total number of nodes. The value of w can be 

between 0 and 1. In a sensor network the other parameters are constant except Distance� and H.  

The value of fitness function is higher as the distance becomes shorter [11]. In the present 

study we attempt to maximise the value of the fitness function. The value of w can vary depending 

on the application; it is possible to have the most suitable w value by considering the distance and 

cost of being the cluster head. If the value of w is 1, only the distance of the network is taken into 

account, whereas if the value of w is 0, then only the number of cluster heads is taken into account.  

In some cases the fitness function values are close to each other so it is very difficult to 

select the best value in terms of genetic algorithm. A proportional distribution must be performed in 

order to increase the rate of making a better selection [11]. For this, scaling must first be done, in 

which the value of chromosome with minimum fitness is subtracted from the fitness value of each 

chromosome in the population.  

In the present study the fitness function in the GABEEC algorithm is considered as a 

reference to be used in the proposed method. The fitness function (F) is given in equation 2: 

                             
where RFND is the dying time of the first node in rounds, RLND is the dying time of the last node in 

rounds, and C is the cluster distance. 

The equation used for calculating the cluster distance (C) is 
 

                             

                             (3) 

 
where dih refers to the distance from h cluster head to cluster head, and dhs refers to the distance 

from h cluster head to s base station.  

(2) 
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The selection process is performed after the fitness value is calculated. Through this process 

the chromosomes are determined to create a new population. The roulette-wheel selection method is 

used in the selection process [12]. 
 

Selection 
 

In the genetic algorithm good chromosomes are determined in the selection process. Poor 

chromosomes are discarded in this process. The fitness values of chromosomes are used to make the 

selection.  

In the sensor networks the fitness values of each network topology are calculated and the 

roulette-wheel selection method is used after the values are obtained. According to this method, 

each chromosome is placed into a slot. The areas covered by slots are in accordance with the fitness 

values of the chromosomes. Thus, since the chromosomes with higher fitness values cover larger 

areas on the wheel, their probability to be transferred to the next generation is increased. The 

roulette-wheel method is used in both the GABEEC and the approach proposed in this study. 
 

Crossover 
 

A single-point crossover is applied for the approach proposed. In the crossover process a 

gene interchange is performed between two parents based on values specified with the crossover 

ratio between two chromosomes selected. In Scheme 3 the structure of the child created as a result 

of the crossover is shown. Last four bits of parent 1 and parent 2 are interchanged to produce child 1 

and child 2. As a result of crossover, a normal node can be formed as a cluster head in the sensor 

network. The other nodes close to the cluster head should connect to the nearest cluster head. When 

a cluster head becomes a normal node, then it should act as a normal node and connect to the new 

closest cluster head. As indicated before, a node in a cluster is either a cluster head or a normal 

node. 
 

  
Scheme 3.  Crossover process on chromosomes in WSNs 

 

Mutation 
 

A crossover results in a new combination of chromosomes, and then some genes are selected 

to be inverted based on the mutation probability. For example, the sequences of the nodes that are 

mutated are shown in Scheme 4. 

 

New pre-mutation chromosome    1 1 1 1 0 0 1 

New post-mutation chromosome    1 1 0 1 0 1 1 
                               
                              Scheme 4.  The change of two bits as a result of mutation 
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Steps of INGABEEC Algorithm 
  

The steps of the INGABEEC algorithm are described as follows: 

1. The sensor network nodes per cluster are selected at random. 

2. The nodes create the chromosomes.  

3. Selected chromosomes are encoded by binary coding and this coding represents a 

network. 

4. In the chromosomes sequence some nodes are assigned as cluster heads (1) and others 

as normal nodes (0), based on the ratio specified before. 

5. Normal sensor nodes connect to the nearest cluster head. 

6. The fitness value of each chromosome is calculated in accordance with the fitness 

function. 

7. The roulette wheel is applied to the selection process of the chromosomes after 

calculating their eligibility. 

8. The chromosome with the highest fitness value is selected for the next generation. 

9. Chromosomes perform the crossover and mutation on the sensor networks selected, and 

a new chromosome is created for the next population. 

10. In the last phase a new generation is created with new network structures 

(chromosomes).  

11. The fitness value of each chromosome is calculated by taking the network structure into 

a simulation. All of these steps are executed based on generation numbers specified 

before [8].  
 

IMPLEMENTATION AND RESULTS 
  

In this study Microsoft Visual C#, which is an integrated development environment, was 

employed to develop a WSN simulator in order to simulate the approach proposed. 

In the simulation a total of 100 sensors were placed in a 50x50-metre area at random and the 

base station was positioned 100 metres from the network. The radio model used in the LEACH 

algorithm was also used in this application. The aspects of the radio model are shown in Table 1.  
 

     Table 1.  Radio aspects 
 

Activity Energy consumed 

Transmitter electronics (ETx) 

Receiver electronics (ERx) 

ETx = ERx = Eelec 

50 nJ/bit 

Transmit amplifier ( ) 100 pJ/bit/m2 
 

The energy consumption function is shown in equation 4. Dissipated energy (Eelec = 50 

nJ/bit) was consumed to run either the radio transmitter or radio receiver of the wireless sensors, 

and the transmission amplifier also consumed 100 pJ/bit/m2 of energy. With this radio model, the 

amount of energy consumed by the radio in order to transmit an n-bit message to a distance d is 

given as     
 

                                                                                  (4) 
 
The amount of energy consumed to receive the message is given as 
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                                                                                                                (5) 
 

The parameters and their values used in the genetic algorithm during simulation are given below: 
 

 Number of population: 20 
 Number of generations: 120 
 Crossover rate: 6 % 
 Mutation rate: 1 %                    
 Number of nodes: 100 
 Message length: 2000 bits 
 Network size: 50 x 50 metres 
 Cluster head rate: 10 % 

The simulation was run 3 times with 3 different starting energies. The results are shown in 

Table 2. According to the simulation in which the starting energy of the nodes was 0.25 joule, the 

lifetime of the first node in the INGABEEC algorithm was 1.27 times longer compared to GABEEC 

and 2.06 times longer compared to LEACH. For the second simulation in which the starting energy 

of the nodes was 0.5 joule, the two lifetime values were 1.09 and 1.43 times longer respectively, 

and for the third simulation with 1-joule starting energy, the two lifetime values were 1.19 and 1.82 

times longer respectively. There was also a significant improvement in the dying round number of 

the last node. According to the simulation in which the starting energy of the nodes was 0.25 joule, 

the lifetime of the last node in the INGABEEC algorithm was 1.34 times longer compared to 

GABEEC and 1.53 times longer compared to LEACH. For the second simulation in which the 

starting energy of the nodes was 0.5 jould, the two lifetime values were 1.37 and 1.62 times longer 

respectively, and for the third simulation with 1-joule startng energy, the two lifetime values were 

1.5 and 1.65 times longer respectively.    
 

Table 2.  Simulation results obtained by using different initial energies and methods 
 
Initial energy (J/node) Method Round no. where 

first node dies 
Round no. where     
last node dies 

0.25 

LEACH 394 665 

GABEEC 640 760 

INGABEEC 815 1024 

0.5 

LEACH 932 1312 

GABEEC 1218 1553 

INGABEEC 1335 2132 

1 

LEACH 1820 2608 

GABEEC 2776 2880 

INGABEEC 3316 4324 
 

In the next simulation the network configuration was re-configured based on the parameter 

values given in Figure 1. There were 100 nodes with a starting energy of 0.25 joule in a 100x100-

metre area and the base station was positioned 200 metres from the network. In this simulation 

GABEEC and INGABEEC were compared and the program was run 10 times to obtain the values. 

Simulation results are shown in Table 3. According to these results, it is clear that the INGABEEC 

method shows slightly poorer performance compared to the GABEEC during the time until 40% of 
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the nodes are dead. Considering the round numbers, however, it can be observed that the 

INGABEEC gives better results in the case of 60-100% dead nodes. 
 

  

Figure 1.  A screenshot from the simulator representing a specific simulation setting.  
 

Table 3.  Comparison of GABEEC and INGABEEC algorithms   
 

 
Note:  Figures in Table indicate number of rounds. 

CONCLUSIONS 
 

In contrast to most studies, which focus on increasing the network lifetime by reducing the 

energy consumption of wireless sensors working with batteries, in other words by creating efficient 

solutions, in this study a genetic-based routing method is suggested in order to ensure the 

conservation of energy consumed during the data transmission in the sensor nodes of WSNs.  

In the proposed INGABEEC method, which is based on an optimisation of GABEEC 

algorithm, a chain between nodes is established rather than communication of intra-cluster nodes 

with cluster heads. By using a genetic algorithm, the proposed approach can find an applicable 
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number of cluster-heads and their locations, and also the optimum intra-cluster chains. Simulation 

results have showed that this chain-based cluster approach can extend the lifetime of the sensor 

network. 
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