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Abstract: We propose some estimators for the estimation of population variance in single- and two-
phase sampling. The estimators are proposed based upon information of multiple auxiliary 
variables. We obtain the mean square error of the proposed estimators and compare them with some 
existing estimators. We have also conducted an empirical study for both single- and two-phase 
sampling. 
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INTRODUCTION 
 

The estimation of population variance has been an interesting area in statistics. The sample 
variance 2

ys  has been popularly used as an estimator of population variance 2
yS  from the early time 

of statistical science. The variance estimation has found significant application in designed 
experiments, especially the study of random-effect models as discussed by Montgomery [1]. The 
variance estimation in those experiments is model-specific and depends upon the underlying model. 

The estimation of variance has gained significant attraction in the field of survey sampling 
and is done with the objective to achieve high efficiency in estimation. The classical estimator of 
population variance 2

ys  uses the information of study variables and hence may have lower efficiency 

in some cases. When the information on some auxiliary variables is available, then that information 
can also be utilised in the estimation of population variance just as the case in which we use 
auxiliary information for estimation of mean. Isaki [2] proposed the classical ratio and regression 
estimators of population variance by using the information of a single auxiliary variable. Singh and 
Singh [3] proposed an improved ratio-type estimator for population variance in single-phase 
sampling. Singh and Singh [4] have also proposed a regression-type estimator of population 
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variance in two-phase sampling. Jhajj et al. [5] proposed a chain-ratio estimator of population 
variance in two-phase sampling using the information of multiple auxiliary variables. 

The estimation of variance has also been studied in the context of stratified and two-phase 
sampling. Kadilar and Cingi [6] proposed a ratio-type estimator of population variance in simple 
and stratified random sampling. Singh and Vishwakarma [7] proposed some families of estimators 
for population variance in stratified random sampling.  

The exponential estimators have also attracted several survey statisticians. Bhal and Tuteja 
[8] have proposed an exponential estimator of variance in single-phase sampling, which has been 
improved by Singh et al. [9] by using the information of two auxiliary variables. Asghar et al. [10] 
have proposed a generalised exponential estimator of population variance using the information of 
two auxiliary variables, which has been further extended by Shabbir and Gupta [11]. Some other 
notable references include Gupta and Shabbier [12], Upadhyaya et al. [13], Bansal et al. [14], 
Subramani and Kumarapandiyan [15], Yadav and Kadilar [16, 17] and Yadav et al. [18], among 
others. 
 
SOME EXISTING ESTIMATORS 
 

Several authors have proposed different estimators for population variance from time to 
time. The main objective in proposing these estimators is to improve the efficiency of estimates. In 
the following we discuss some popular estimators of population variance, alongside variance of 
their sampling distributions, but we first give some important terms which are necessary to 
understand these estimators. It is customary to say that 2

YS  and 2
XS  represent population variances of 

study and auxiliary variables respectively. The corresponding sample variances are 2
Ys  and 2

Xs . The 
sample and population variances are connected as  2 2 1Y Y Ys S e   and  2 2 1X X Xs S e  , where Ye  and 

Xe  are much smaller as compared with 2
Ys  and 2

Xs . In the case of two auxiliary variables we can use 
 2 2 1Z Z Zs S e  . 
We have the following results for ,Y Xe e  and Ze :                                 
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In the case of two-phase sampling we have the following additional notations: 
 

            
                 

2 * 2 * 2 * 2 *
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  (2) 

 
In the case of single auxiliary variable the last subscript in the above notations is removed. 

The above notations can be easily extended to the case of several auxiliary variables. For example, 
if we have k  auxiliary variables, then 



 
Maejo Int. J. Sci. Technol. 2018, 12(03), 272-281  
 

 

274

 
   
   

 

2 * * 2 * *
400 0 4 00 4 0 04

* * * *
20 2 0 22 00 2 2 0 02 2

,

,
j j

j j j h j h

Y X
k terms jth place

Y X X X
jth place j h th place

E e E e

E e e and E e e

   

   

   



    


0  

    

    (3) 

 
We now give some popular estimators of population variance with their mean square errors 

(MSEs), where MSE for an estimator ̂  of parameter   is defined as 

   2ˆ ˆMSE E      
. 

The estimators, with their MSEs, are given below. 
 

a. Isaki [2]: 

Estimator: 
2

2 2
2

ˆ X
I Y

X

SS s
s

 
  

 
        (4) 

 2 4 * * *
40 04 22

ˆ 2I YMSE S S               (5) 
 

b. Singh, Chauhan, Sawan and Smarandache [9]: 
 

Estimator:  
2 2 2 2

2 2
2 2 2 2

ˆ exp 1 expX X Z Z
SCSS Y

X X Z Z

S s s SS s
S s s S

 
     

      
      

   (6) 

       2
2 4 * * * * * *

400 040 004 220 202 022

1 1ˆ 1
4 4 2SCSS YMSE S S

         
  
       
  

  

           (7) 
c. Yadav and Kadilar [16]: 

 

Estimator: 
 
2 2

2 2
2 2

ˆ exp
1

X X
YK Y

X X

S sS s
S a s
 

  
   

      (8) 

 
*2

2 4 * 22
40 *

40

ˆ
YK YMSE S S 

 


 
  

 
        (9) 

 
d. Asghar, Sanaullah and Hanif [10]: 

Estimator:  
 

2 2ˆ exp
1ASH Y

c X x
S s

X d x


 
  

   
      (10) 

 2 4
2

40 21

1ˆ 1ASH YMSE S S
 

 
   

       (11) 

 
e. Shabbir and Gupta [11]: 

Estimator:  
 

 
 

2 2
2 2

2 2
ˆ exp exp

1 1
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SG Y
X X

e S sc X x
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X d x S f s
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   2*
22 21 032 4 * 2

40 21 * 2
04 03

ˆ
SG YMSE S S

  
  

 

    
 
 

      (13) 

We now propose some new estimators of population variance. We first propose estimators 
for single-phase sampling and then provide their counterparts in two-phase sampling.    
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SINGLE-PHASE SAMPLING ESTIMATORS 
 

In this section we propose estimators of the variance for single-phase sampling. We first 
propose an estimator using the information of a single auxiliary variable and then extend the result 
to the case of multiple auxiliary variables. The proposed estimator using the information of a single 
variable is 

 
2

2 2
1 2

ˆ ln X
MHS Y

X

sS s
S


 

   
 

,                              (14) 

where  is a constant and MSH1 is AlMarshadi-AlHarbi-Shahbaz first estimator. We can see that 
for 0   the estimator (14) reduces to the classical variance estimator 2

Ys . In order to obtain the 
bias and MSE of (14) we use the notations given in (1). Using those notations we have 
 

        
2

2 2 2
1 2

1ˆ 1 ln 1 ln 1X X
MHS Y Y Y Y X

X

S e
S S e S e e

S
 

         
  

. 

Using the first-order expansion of  ln 1 Xe  and applying the expectation, the bias of (14) is 

  2 *
1 042

ˆ 2MHS
Y

Bias S
S
   .        (15) 

 
The MSE of (14) is 

    
222 2 2 4 * * *

1 1 40 04 224 2
ˆ ˆ 2MHS MHS Y Y

Y Y

MSE S E S S S
S S
    

 
     

 
.    (16) 

The value which minimises the MSE given in (16) is 

 
*

2 22
*
04

YS 



  . 

Using this value of  in (15) and (16), the minimum bias and minimum MSE of 2
1

ˆ
MHSS are  

  2 *
1 22

ˆ 2MHSBias S  , 

  
*2

2 4 * 22
min 1 40 *

04

ˆ
MHS YMSE S S 

 


 
  

 
.       (17) 

We can see that the minimum MSE of 2
1

ˆ
MHSS  is the same as that of the estimator proposed by Yadav 

and Kadilar [16]. 
We now extend the estimator (14) to the case of several auxiliary variables. The proposed 

estimator is 

  2 2 2 2
2

1

ˆ ln
j

j j

k

MHS Y X X
j

S s s S




 
   

 
 ,       (18) 

where MHS2 is AlMarshadi-AlHarbi-Shahbaz second estimator. The estimator (18) can be written 
as 
 

 
2

2 2
2 2

1

ˆ ln j

j

k X
MHS Y j

j X

s
S s

S




 
  
 
 

 . 

Using the notations given in (3), we can write the above estimator as 
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Further, by using the notations given in (3), the MSE of (18) is 
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Now differentiating (19) and equating to zero, the value of α which minimises (19) is 
 2 1

YS  α Φ φ . 

Using this value in (19), the minimum MSE of the estimator 2
2

ˆ
MHSS is 

    2 4 * / 1
min 2 4

ˆ
MHS YMSE S S   0 φ Φ φ .       (21) 

 
The MSE given in (21) can be computed for any number of auxiliary variables.  
 
ESTIMATORS FOR TWO-PHASE SAMPLING 
 

Let a random first-phase sample of size 1n  be drawn from a population of size N; then from 
the first-phase sample we have a second-phase sample of size 2n . Using the sample information, we 
propose the following estimator of population variance in two-phase sampling with single auxiliary 
variable: 

    
 

 

2
22 2

1 2 2 2
1

ˆ ln X
MHS Y

X

s
S s

s


 
  
 
 

,        (22) 

where  
2

2Ys  is the variance of Y based upon the second-phase sample, and  
2

1Xs  and  
2

2Xs  are 

variances of the auxiliary variable based upon the first-phase and second-phase samples 
respectively. Also, MHS1(2) is AlMarshadi-AlHarbi-Shahbaz first estimator for two-phase 
sampling. Using the notations given in (2), we can write above estimator as 
 

        
  
22 2

1 2 2
2

1
ˆ 1 ln
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S S e

e


      
  

. 

 
Expanding the above terms, squaring and applying expectation, we have 
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The value of  , which minimises (23), is  2 * *

22 04YS    . Now using this value in (23), the 
minimum MSE of  

2
1 2

ˆ
MHSS  is 
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The estimator (22) can be extended to the case of multiple auxiliary variables. In this case 

the proposed estimator for two-phase sampling is 
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where MHS2(2) is AlMarshadi-AlHarbi-Shahbaz second estimator for two-phase sampling. The 
estimator (25) can be written as 

         2 2 2 2
2 2 2 2 1

1

ˆ ln
j j
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Using the notations given in (2), we can write the above estimator as 
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Expanding the above terms, squaring and applying expectation, the MSE of (25) is 
  

     2 4 * /
2 4 2 12 2 2 4

2 1ˆ ,YMHS
Y Y

MSE S S
S S

   
  

     
   

/
0 α φ α Φα     (26) 

 
where φ and Φ  are defined in (20). The value of α , which minimises (26), is 
 2 1

YS  α Φ φ . 

Using this value of α in (26), the minimum MSE of  
2

2 2
ˆ

MHSS  is 

     2 4 * / 1
2 4 2 12 2

ˆ
YMHSMSE S S         0 φ Φ φ .      (27) 

 
The MSE (27) can be computed for any number of auxiliary variables. It is the same as the MSE of 

3gt  given by Abu-Dayyeh and Ahmed [19]. 
 
NUMERICAL AND SIMULATION STUDY 
 

The numerical and simulation study for the proposed estimators is conducted in this section. 
The numerical study is given for 2

2
ˆ

MHSS  and is compared with 2 2
0

ˆ
YS s  and 2ˆ

SCSSS (SCSS = Singh-
Chauhan-Sawan-Smarandache estimator) for two auxiliary variables. The simulation study is 
conducted for the proposed estimator 2

2
ˆ

MHSS . The numerical study for  
2

2 2
ˆ

MHSS  is also conducted. We 
compute the relative efficiency (RE) of the estimators as  

 
 
 

2

0

ˆ
100 ; 2,

ˆ
iMSE S

RE i MHS SCSS
MSE S

   .   

We use five populations for the numerical study. The first three populations were taken from 
Weisberg [20] and the last two populations were taken from Kutner et al. [21]. The summary 
measures for the five populations are given in Table 1. We next compute the MSEs of the different 
estimators. Their values and the relative efficiency are given in Tables 2 and 3 respectively. 
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Table 1.  Summary measures for populations 
 

Measure Pop–I Pop–II Pop–III Pop–IV Pop–V 
N 17 58 32 23 110 
Y  202.9529 13.1879 55.9063 61.3478 6.8317 

1X  25.0588 31.8207 4.4222 39.6087 27.4273 

2X  1.3961 27.7690 4.3238 50.7826 3.0680 
2

200YS   31.2225 2.4276 239.7725 267.1834 5.2011 

1

2
020XS   8.5846 24.0482 2.0431 68.5860 275.8447 

2

2
002XS   0.0025 4.5625 1.8763 18.8658 2.2415 

400  1897.9720 17.8135 186348.8000 176009.6000 70.5461 
040  140.4802 1606.3240 11.9619 8990.6110 136845.6000 
004  0.000001 62.7807 10.6925 1168.5720 12.0884 
220  514.5816 71.7041 1115.7210 28465.5900 1367.4500 
202  0.1514 14.4173 1140.2090 11070.3200 24.0244 
022  0.0411 280.0175 11.0965 1610.9210 600.0912 
*
400  0.9469 2.0227 2.2414 1.4656 1.6078 
*
040  0.9062 1.7776 1.8657 0.9113 0.7985 
*
004  0.9128 2.0159 2.0371 2.2833 1.4061 
*
220  0.9199 0.2282 1.2776 0.5534 -0.0469 
*
202  0.9263 0.3017 1.5344 1.1962 1.0607 
*
022  0.9199 0.2282 1.2776 0.5534 -0.0469 

 

Table 2.  MSEs of different estimators 
 
Estimator Pop–I Pop–II Pop–III Pop–IV Pop–V 
N 5 15 10 5 35 

2
0Ŝ  184.6256 0.7947 12885.80 20924.52 1.2427 
2ˆ
SCSSS  437.9805 1.0183 22898.12 21249.81 0.6526 
2

2
ˆ

MHSS  0.9639 0.7769 5001.13 9062.38 0.6236 

 

Table 3.  RE of different estimators 
 
Estimator Pop–I Pop–II Pop–III Pop–IV Pop–V 
N 5 15 10 5 35 

2
0Ŝ  100 100 100 100 100 
2ˆ
SCSSS  237.226 128.136 177.700 101.555 52.515 
2

2
ˆ

MHSS  0.522 97.760 38.811 43.310 50.181 
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We can see that the proposed estimator 2
2

ˆ
MHSS  clearly outperforms the competing estimators 

in the study. The estimator 2ˆ
SCSSS  performs better than 2

0Ŝ  in only one case.  
Next , we conduct the empirical study of the two-phase sampling estimators. For this, we use 

the two-phase sampling version of Isaki estimator [2]  and the following estimator proposed by 
Abu-Dayyeh and Ahmed [19]: 

 

  
 

 

 

 

1 2

1 2

2 2
2 22 2

12 2 2
1 1

ˆ X X
YDA

X X

s s
S t s

s s
  .        (28) 

 
The MSE of (28) is 
 
      2 4 * * * * * *

2 400 2 1 040 004 220 202 0222
ˆ 2 2 22YDAMSE S S                  . 

 
The results of the study are given in Tables 4 and 5. These results show that the proposed estimator 
outperforms other two-phase sampling estimators included in the study. 
 
Table 4.  MSEs of different estimators 
 
Estimator Pop–I Pop–II Pop–III Pop–IV Pop–V 
n1 10 30 12 12 60 
n2 5 12 5 6 25 

 
2

2
ˆ

IS  275.624 2.604 30395.87 18600.05 1.776 

 
2

2
ˆ

DAS  191.650 1.727 21900.67 16334.76 1.665 

 
2

2 2
ˆ

MHSS  92.795 0.980 16572.82 12494.54 1.234 

 
Table 5.  RE of different estimators 
 
Estimator Pop–I Pop–II Pop–III Pop–IV Pop–V 
n1 10 30 12 12 60 
n2 5 12 5 6 25 

 
2

2
ˆ

IS  100 100 100 100 100 

 
2

2
ˆ

DAS  69.533 66.321 72.051 87.821 93.750 

 
2

2 2
ˆ

MHSS  33.667 37.634 54.523 67.175 69.482 

 

We also conducted a simulation study for the single-phase sampling estimator. For this 
simulation study we generated random populations of size 200 from normal populations. The 
population for X  was generated from  250,3N . The variable Y was generated from 12 2.5Y X e  , 

where e is  0,1N . For each generated population, a random sample of size 80 was drawn and the 

estimators 2
0Ŝ , 2ˆ

IS  and 2
1

ˆ
MHSS  was computed for each sample. The estimator 2

1
ˆ

MHSS  was computed for 
1.0,1.5,2.0   and 2.5. The procedure was repeated 5000 times and the average and variance of the 

different estimators were then computed. The results are given in Table 6. 
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                                 Table 6.  Simulated results by different estimators 
 

Estimator Mean Variance 
2
0Ŝ  36.6211 27.6164 
2ˆ
IS  37.3585 49.2630 

2
1

ˆ : 2.5MHSS     36.6533 27.6661 
2

1
ˆ : 2.0MHSS     36.6469 27.6418 

2
1

ˆ : 1.5MHSS     36.6404 27.6247 
2

1
ˆ : 1.0MHSS     36.6340 27.6148 

2
1

ˆ : 1.0MHSS    36.6082 27.6467 
2

1
ˆ : 1.5MHSS    36.6018 27.6726 

2
1

ˆ : 2.0MHSS    36.5953 27.7056 
2

1
ˆ : 2.5MHSS    36.5889 27.7458 

2
1

ˆ :MHSS Optimum   37.1864 25.5796 
 

From Table 6, we can see that the estimator 2
1

ˆ
MHSS has a smaller variance as compared to the 

other competing estimators. Further, we can see that the variance of 2
1

ˆ
MHSS  is minimum when the 

optimum value of   is used. 
 
CONCLUSIONS 
 
 We have proposed some estimators for estimating the population variance. The estimators 
are proposed for single-phase and two-phase sampling using single and multiple auxiliary variables. 
In contrast to the available estimators, we have proposed the estimators by using the logarithm of 
auxiliary information. We have also conducted the empirical and simulation study of the proposed 
estimators. 
 We have found that the proposed estimator in single-phase sampling is equivalent to Yadav 
and Kadilar estimator but the construction of our estimator is much simpler. We have also found 
that our proposed estimator for two-phase sampling is equivalent to Abu-Dayyeh and Ahmed 
estimator but again the construction of our estimator is much simpler. 
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