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Abstract: This contribution investigates the flexural properties of metallic-hybrid-fibre-reinforced
concrete. Two types of fibres were used: amorphous metallic straight fibre characterised as non-
slipping fibre due to its rough surface and large specific surface area, and carbon steel hook-ended
fibre characterised as slipping fibre. Three types of concrete: control, single-fibre-reinforced and
hybrid-fibre-reinforced were prepared. The fibre was incorporated at 20 and 40 kg/m’ for single-fibre-
reinforced concrete, and at 20, 40 and 80 kg/m’ for hybrid-fibre-reinforced concrete. The flexural
properties were studied using three-point bending tests. From the experimental results obtained with
fibre-reinforced concrete containing single fibre, addition of high-bonding amorphous metallic fibre
delays the formation of micro-cracks and results in high peak load whereas carbon steel hook-ended
fibre contributes towards the flexural toughness (energy absorption capacity) by bridging macro-cracks
in the post peak region. The test results on hybrid-fibre-reinforced concrete show that the two metallic
fibres when used in hybrid form result in superior performance compared to their single-fibre-
reinforced counterparts. Superior performance as a result of fibre hybridisation is interpreted as a
positive synergetic effect between the fibres. The procedure of assessing the positive synergetic effect
is also discussed.

Keywords: hybrid-fibre-reinforced concrete, metallic fibres, flexural properties, positive synergetic
effect

Introduction

Concrete is characterised as a brittle material with low tensile strength and low strain capacity.
To reduce the brittleness and increase the resistance to cracking, reinforcement with short randomly
distributed fibres has been successfully used [1-2] and the resulting composite is known as fibre-
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reinforced concrete (FRC). The performance of FRC depends on many factors such as fibre material
properties, fibre geometry, fibre volume content, matrix properties and interface properties [3].

Most types of FRC used in practice contain only one type of fibre. However, it is known that
failure in concrete is a gradual, multi-scale process. The pre-existing cracks in concrete are of the order
of microns. Under an applied load, these cracks grow and eventually join together to form macro-
cracks. A macro-crack propagates at a stable rate until it attains conditions of unstable propagation and
a rapid fracture is precipitated. The gradual and multi-scale nature of fracture in concrete implies that a
given fibre can provide reinforcement only at one level and within a limited range of strains [4]. For
optimal result therefore different types of fibres may be combined and the resulting composite is
known as hybrid-fibre-reinforced concrete (HyFRC).

According to Qian and Stroeven [5], the basic purpose in using hybrid fibre is to control cracks
at different size levels in different zones of concrete (cement paste or interfacial transition zone
between paste and aggregate) at different curing ages and stress levels or loading stages. The
hybridisation of fibres in concrete can be done in different ways such as by combining different aspect
ratios, geometry, moduli and tensile strength of fibres [6]. Recently many research studies on HyFRC
have been carried out and a brief overview of some of the important studies has been reported [7].

Although different kinds of fibres were used (such as steel, carbon, glass and polypropylene),
the majority of research studies on HyFRC seem to focus on steel-polypropylene fibre-reinforced
concrete [8]. However, polypropylene fibre has a low Young’s modulus and, as a consequence, it
cannot prevent the formation and propagation of cracks at a high-stress level, nor can it bridge wider
cracks. Therefore, its action is limited to small-crack openings. On the contrary, steel fibre has a
considerably higher Young’s modulus as compared to polypropylene fibre. This leads to an improved
potential for crack control at high-stress level [9].

For the structural application of HyFRC, a suitable combination of two different fibres, in
which one fibre can resist the cracks effectively at micro-level as soon as they are initiated and the
other fibre can control the crack opening at macro-level, can result in a composite exhibiting properties
required for a particular application. In this study, composites containing a high-performance and
adhering amorphous stainless metallic fibre and a hook-ended carbon steel fibre both in single and
hybrid forms are investigated under flexural loading.

In the present state of the knowledge of FRC, much data are available on the behaviour of
hook-ended carbon steel fibre, but very limited data are available on the behaviour of high-modulus,
adhering amorphous stainless metallic fibres produced in France. Carbon steel hook-ended fibre is
characterised as a slipping fibre due to its smooth surface and are usually pulled out, instead of broken,
from the matrix at larger crack openings. Amorphous metallic fibre on the other hand is considered to
be a high-performance fibre because of its high-bonding strength with the matrix due to its rough
surface and large aspect ratio [10-11]. Moreover, it also has a high elastic modulus compared to
polypropylene fibre. Amorphous metallic fibre is considered to be very efficient in the first phase of
crack opening. Afterwards, as its high bonding with the concrete matrix prevents it from slipping, it
breaks one after another and the through-crack bearing capacity decreases sharply [10]. Moreover,
being corrosion-resistant, this fibre has drawn the attention of researchers working on the application
of FRC in aggressive environments [12].
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Taking into account the non-slipping behaviour of the high-performance, adhering amorphous
metallic fibre and the slipping behaviour of the carbon steel hook-ended fibre, the major objective of
this work 1s to make different composites containing these two fibres in both single and hybrid forms
and to test their flexural properties. Another objective is to investigate the presence of synergetic effect
of these fibres when used in hybrid form.

Materials and Methods
Test series

The experimental study was carried out in two test series. Series [ was carried out to investigate
the properties of mono-fibre-reinforced concrete. Series I was then carried out to investigate the
properties of HyFRC and then to identify the positive synergetic effect of the two fibres if present.

Type of fibre used

Two types of macro-metallic fibre, 30 mm in length were used. Type-I fibre (named in this
study as MF1) was an amorphous metallic fibre produced by Saint-Gobain Seva, France. It was
composed of Fe and Cr (80%) and P, C and Si (20%) in mass. In two different corrosion tests on this
fibre by immersing in HCI (0.1 N) for 24 hours and in FeCl; (0.4N) for another 24 hours, no corrosion
was observed [13]. Due to its rough surface and large specific surface area, this fibre was characterised
by a high degree of bonding with the concrete matrix.

Following is the process of producing the amorphous metallic fibre (MF1) [14]. Molten alloy
was placed in a crucible the lower section of which was perforated and fitted with a capillary tube a
few millimetres in diameter. Underneath the crucible, a water-cooled wheel with notches at regular
intervals rotated at high speed. The alloy fell onto this wheel and underwent hyperquenching. The jet
of metal was cut at each notch to form the fibre. The production process is illustrated in Figure 1. The
pieces of fibre are shinny, flexible, very thin and ribbon-like as shown in Figure 2.

Figure 1. Production process of amorphous metallic fibre
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Type-II metallic fibre (named in this study as MF2) was made using carbon steel wire produced
by Bekaert, Belgium, and was characterised by a weak bond with the matrix owing to its smooth
surface and less specific surface area compared to type-I fibre. It was circular with hook-ends. The
wire pieces usually adhered to one another in clips of certain number of wires (Figure 2). When these
clips were put in the mix, the adhesive dissolved and individual pieces of fibre were distributed evenly
throughout the mix. The characteristics of these two types of metallic fibre (MF1 and MF2) are given
in Table 1.

MF1

Figure 2. Amorphous metallic fibre (MF1) and carbon steel fibre (MF2)

Table 1. Properties of fibres investigated in this study

. . Tensile
Dimension (mm) E Density Cross
Fibre | Fibre type Geometry (GPa) strength (g/em’) i
a g/cm section
L W T D (MPa)
amorphous .
MF1 metal 30 1.6 | 0.03 - Straight 140 2000 7.2 Rectangular
carbon Hook- )

MEF2 steel 30 - - 0.5 ended 210 1200 7.8 Circular

Note: L = length, W = width, T = thickness, D = diameter, E = modulus of elasticity

Concrete constituents

A CEM I 52.5R cement (average particle size, d50: 14 um), river aggregates, viz. 0/4-mm fine
aggregate (sand) and 4/10-mm coarse aggregate (gravel), and a super-plasticiser were used to design

the concrete studied in this investigation. The quantity of each constituent of the concrete is given in
Table 2.

Table 2. Constituents of control concrete

Cement Sand Gravel Water Super-plasticiser
(Kg/m) (Kg/m’) (Kg/m) (Kg/m) (Kg/m)

322 872 967 193 1.61
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A total of eight concrete mixtures: one control, four mono-fibre reinforced and three hybrid-
fibre reinforced, were investigated. Fibre type and dosage for all the concrete mixtures are given in
Table 3 along with the slump value of each mixture. Each concrete mixture was labelled according to
the type and quantity of fibre. For example, C20MF1 denotes concrete with 20 kg/m’ of MF1 fibre,
and C40HyF stands for concrete with 40 kg/m’ of hybrid fibre. Regarding the slump value, it can be
observed that the values for fibre-free concrete and fibred concretes containing only MF2 fibre are not
significantly different: the addition of MF2 fibre does not change significantly the fresh properties of
the matrix. On the contrary, addition of MF1 fibre reduces significantly the slump value, but, by using
a vibrating table, no difficulty in moulding the specimens was encountered even at 40 kg/m’ of MF1
fibre.

Table 3. Fibre content in different concrete mixtures and their slump values

Concrete Mixture Content of fibres (kg/m") Total quantity
3 Slump (mm)

mixture type MF1 MF2 of fibre (kg/m’)

CCONT Control 170
C20MF1 20 20 70
C40MF1 40 40 45

Mono-fibre

C20MF2 20 20 155
C40MF2 40 40 130
C20HyF 10 10 20 100
C40HyF Hybrid fibre 20 20 40 60
C80HyF 40 40 80 40

Specimen preparation and test method

For each concrete mixture, five 100x100x500-mm prismatic specimens were cast. The concrete
was placed in each mould in two layers. After each layer, the mould was placed on a vibrating table for
compaction. There was no difficulty in moulding the specimens; all mixes flowed easily under an
external vibration (vibrating table). Specimens were demoulded after 24 hours and then placed in a
curing room with 100% relative humidity and 20°C temperature until the day of testing. These
prismatic specimens were used to determine the flexural properties, i.e. modulus of rupture (MOR),
residual flexural tensile strength (RFTS) and flexural toughness (FT). Three-point bending tests were
performed on notched beams as shown in Figure 3, using a universal testing machine manufactured in
Laboratory of Materials and Durability of Structures, Toulouse, France. The maximum loading
capacity of the machine is 50 kN.

A notch, 17.5 mm deep and 3 mm wide, was cut in the centre of each prismatic specimen with
a concrete saw. All tests were controlled by crack mouth opening displacement (CMOD) using linear
variable differential transducer (LVDT). CMOD rate was kept at 0.0lmm/min up to 0.1 mm crack
opening, and then it was increased to 0.2 mm/min until the completion of the test. The mid-span
deflection was also measured using LVDT. CMOD, force and deflection were automatically recorded
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using data acquisition system. The testing setup and arrangement of displacement sensors (LVDT) is
shown in Figure 3.

LoAD CELL SPECIMEN

A1100 X 100 X 500)

LVDT [DEFL})

100

LVDT {CMCD)

T TR T TR T R T e B
T e
Doy
e e
iy S T T,
e L ety 25, T L I IR IR, Ul B,
M M e R M M M R s AN RN e LR

Figure 3. Testing setup for three-point bending test
Results and Discussion

Representative curves of load-CMOD and load-deflection behaviour of all the concrete
mixtures are shown in Figures 4 and 5 respectively, where it can be observed that reinforced matrices
exhibit high strength and toughness compared to un-reinforced matrix. It is important to mention here
that each representative curve shown here is not an average of five samples. In fact, after plotting the
curves of all samples of each composition, a single representative curve was selected. However, the
values of each flexural property (i.e. MOR, RFTS and FT) given in the following sections are the
average of those from five samples of each composition.

Modulus of rupture (MOR)

The modulus of rupture (MOR) of all concrete mixtures of series I (mono-fibre-reinforced) and
IT (hybrid-fibre-reinforced) was calculated from the maximum load attained in the test using elastic
analysis. The average value for each mixture is shown in Figure 6 along with scatter of test results. It
can be observed in series-I testing that the addition of MF1 metallic fibre provides appreciable increase
in MOR, whose value also increases with increase in fibre content as expected. On the other hand,
addition of MF2 metallic fibre does not provide any significant increase in MOR at the dosage of 20
kg/m® (C20MF2), although at 40 kg/m’ (C40MF2) the MOR is increased by 35.3% compared to
control concrete (CCONT). In series-II testing (Figure 6), the highest MOR is exhibited by C80HyF
concrete mixture. In the case of C40HyF, MOR increases appreciably compared to that of C4A0MF2,
but it is lower than the value attained by C40MF1. A similar trend is observed in the case of concrete
mixtures containing fibre at 20 kg/m’ dosage in hybrid and single forms: MOR of C20HyF is higher
than that of C20MF2 but lower than that of C20MF1. Percentage increase in MOR for each FRC
compared to fibre-free concrete is shown in Figure 7. It should be mentioned here that the comparison
of C40HyF with C20MF1 and C20MF2, and that of C8OHyF with C40MF1 and C40MF2 are more
important for the investigation of synergetic effect which is discussed later in this paper.
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Figure 7. Percentage increase in MOR compared to CCONT (control)

Residual flexural tensile strength (RFTS)

FRC has the potential of exhibiting higher strength and ductility in comparison with un-
reinforced mortar or concrete, which fails in tension immediately after the formation of the first macro-
crack [3]. In this study, the procedure proposed in European standard NF EN 14651 [15] is used to
calculate the RFTS of FRC using the expression:

3F1
f R, 2b h; (1)

where fz; 1s RFTS corresponding to CMOD = CMOD; (=1,2,3,4); F; is the load corresponding to
CMOD; ; [ is the span length; b is the width and 4, is the distance between the tip of the notch and the
top of the specimen. In this study, RFTS has been determined at CMOD values of 0.5, 1.0, 1.5, 2.0,
2.5, 3.0, 3.5 and 4.0 mm. Average values of RFTS of different concrete mixtures are shown in Figure
8.
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Figure 8. RFTS of different concrete mixtures as a function of CMOD

Figure 8a shows a comparison of different quantities of MF2 metallic fibre in the mix. When
the quantity is increased from 20 to 40 kg/m’, the RETS is greater at all CMOD values as expected.
With both volume fractions of MF2 fibre, after the peak load, a very small drop in the load bearing
capacity is followed by an appreciable value of residual strength up to crack width of 4 mm.

Figure 8b shows a comparison of different quantities of MF1 metallic fibre in the mix. Similar
to MF2 fibre, when the quantity is increased from 20 to 40 kg/m’, the RFTS is greater. Unlike MF2
metallic fibre, after the peak load, RFTS is observed to drop gradually with the increase of CMOD,
indicating a relatively brittle behaviour. The RFTS is seen to approach a value less than 1 MPa at crack
width of 4 mm.

Figure 8c shows a comparison of C20MF1 and C20MF2 containing mono-fibre at 20 kg/m’
with C20HyF and C40HyF containing hybrid fibre 10 and 20 kg/m’ of each fibre respectively. In the
case of mono-fibre concrete, it is observed that after the peak load at CMOD of 1 mm, the response of
the two fibres in terms of RFTS is reversed: at smaller crack opening, the mix reinforced with MF1
fibre exhibits greater RFTS while at larger crack opening, RFTS of the mix containing only MF2 is
high. In the case of the C20HyF hybrid mix, the residual strength values are found to be higher than
those of C20MF2 and lower than those of C20MF1 at CMOD < 1 mm, while after 1 mm the reverse
happens. As a result of different actions of the two fibres at different loading levels, the hybrid mix
containing each fibre at 20 kg/m’ (40HyF) exhibits greater values of RFTS over a wide range of crack
opening.
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Figure 8d shows a comparison of C4AOMF1 and C40MF2 containing single fibre at 40 kg/m’
with C40HyF and C80HyF containing hybrid fibre at 20 kg/m’ and 40 kg/m’ of each fibre respectively.
A similar trend as mentioned above for Figure 8c was observed. In the case of C40HyF hybrid mix,
RFTS is observed to be higher than that of C40MF2 and lower than that exhibited by C40MF1 up to
the crack opening of 1 mm. At 1-1.7 mm CMOD, the RFTS is lower than that of both mono-fibre
concretes, but beyond 1.7 mm it is higher than that of C40MF1 but lower than that of C40MF2. The
hybrid mix containing each fibre at 40 kg/m’ (C80HyF) exhibits greater values of RFTS compared to
all types of mix over a wide range of crack opening.

Flexural toughness (FT)

To mitigate the hazard for structures subjected to dynamic loads such as seismic, impact and
blast, high-energy absorbing materials are needed [3]. Flexural toughness (or energy absorption
capacity) is measured by the area under the load-deflection curve as shown in Figure 5. Flexural
toughness also demonstrates the ductile behaviour of the material. The effect of fibre addition, fibre
type and hybridisation of fibres on FT is illustrated in Figure 9 using FT values calculated as area
under the load-deflection curve up to 4 mm deflection. Addition of metallic fibres is observed to
increase FT of the brittle matrix appreciably. Moreover, the effectiveness of fibre increases with
increase in fibre content; this is true for both types of metallic fibres. As far as the effect of fibre type
is concerned, it is observed that at both fibre dosages (20 and 40 kg/m’), MF2 fibre is more effective
than MF1 fibre. Among the hybrid concrete mixtures in series II, CSOHyF mix exhibits the highest
value of FT, which is significantly greater than that of the control concrete. In the case of C20HyF, the
value is the same as for C20MF1 but less than that attained by C20MF2. For C40HyF the FT is found
to be higher than that of C4OMF1 but lower than that of C40MF2 although the difference is small in
both cases.
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Figure 9. FT values of all concrete mixtures



179
Maejo Int. J. Sci. Technol. 2010, 4(02), 169-184

Synergetic effect

In FRC composites, one can consider that the contribution of various components are additive
and this implies [10]:

F(C)=F(O)+ Y F(f) @)

where F(Cy is the mono-fibre concrete response; F(C) is the matrix response and F(f;) is the fibre
contribution. Symbol » indicates the number of fibres present in the matrix. Similarly, for HyFRC,
Eq.2 becomes

F(HyC,)=F(C)+ iF(afi) + iF(cf_/) 3)

where n and m indicate the number of amorphous metallic and carbon steel fibres respectively, symbol
a 1s for amorphous metallic fibre and symbol c is for carbon steel fibre.

Simple arithmetic sum of responses from two single fibres in the reinforced concrete can be
represented by:

{F(C) + Z F(af, )} + {F(C) + iF(cf_/ )} @)

To determine the synergetic effect between fibres, the sum of responses from single-fibre
reinforcement are compared to the response from hybrid-fibre reinforcement. Note that while adding
response from mono-fibre reinforcement (Eq. 4), the matrix contribution is added twice. For true
determination of synergetic effect, one matrix effect should then be subtracted from the expression.
Based on this consideration, for positive synergetic effect between the two fibres used in HyFRC the
following equation should be satisfied:

F(HyC,)> <(F(C) + Zn:F(afi)} + [F(C) +iF(cf_l.)] —F(C)> (5)

In this study, the synergetic effect has been investigated in two formulations of HyFRC, i.e.
C40HyF and C80HyF, in terms of MOR, RFTS and FT. For a hybrid concrete, a positive synergetic
effect exists between two fibres if their combined response is greater than the arithmetic sum of
responses from mono-fibre concretes each containing single fibre at the same volume fraction as in the
hybrid combination.

In Figures 10-11, it is observed that no synergetic effect exists in terms of MOR and FT at fibre
quantity of 40 kg/m’ (C40HyF). However, at 80 kg/m’ (C80HyF), a small positive synergetic effect for
both properties exists between the fibres. A similar result can also be observed for RFTS as shown in
Figure 12: synergetic effect does not exist at a total fibre quantity of 40 kg/m’ (C40HyF), but it does
when both fibres are combined to the total quantity of 80 kg/m’ (C80HyF).

Another important fact about the synergetic effect is that if one fibre is efficient at micro-
cracking level and the other fibre is at macro-cracking one, and when both fibres are present in
HyFRC, resulting in improved response at both levels (micro- and macro-cracking), this can also be
interpreted as a synergetic effect. In this case, it is not necessary that the response of the hybrid
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composite in terms of one particular property must be greater than the sum of responses of the single-
fibre-reinforced concretes. In this study, type-1 fibre (MF1) is effective at micro-cracking level and
type-11 fibre (MF2) is effective at macro-cracking level. As a result, the hybrid composition exhibits a
globally improved flexural behaviour at both cracking levels.

From all the above experimental results, it is clear that there is a marked difference in the
responses of two metallic fibres used in this study. At low level of deflection or CMOD, the high-
bonding non-slipping fibre (MF1) shows high efficiency whereas at high level of crack opening or
deflection, the low-bonding slipping hook-ended fibre (MF2) exhibits better performance.

Since micro-cracking in a specimen subjected to flexure is initiated prior to the peak load (at
60% of the peak load) [16], high-bonding amorphous metallic fibre (MF1) stops the development of
these micro cracks and as a result the peak resistance of the composite increases. With the increase of
crack opening, the stress increases in the fibre and a stage comes when localised tensile stress in the
part of fibre between the crack edges exceeds its tensile strength and the fibre breaks instead of pulling
out from the matrix. During tests on specimens with MF1 fibre, after the peak load, the sound
produced by the breaking of fibres could be heard, and this breaking was also visible when the
fractured surface of the specimen was examined (Figure 13). Similar observations were also made by
Pons et al. [10]. Due to the sudden breaking of fibres, a rapid drop in the load bearing capacity was
observed and the RFTS approached a negligible value very quickly over a very short range of CMOD
or deflection. Increase in peak load capacity and a high value of RFTS over a short plateau are two
main factors which cause increase in the area under the load-deflection curve (i.e. flexural toughness or
energy absorption capacity).

Figure 13. Fractured surface of specimen with MF1 fibre (left) and with MF2 fibre (right)

The slipping, low-bonding hook-ended fibre (MF2) at a dosage of 20 kg/m’ did not
significantly increase the peak resistance although at 40 kg/m’, peak resistance was increased by
35.3% compared to control concrete. Being ductile and having adequate anchorage in the matrix
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through hook ends, the fibre is effective in bridging macro-cracks. After the peak load, a drop in the
load-carrying capacity was observed, but soon after, the fibre started acting and bridged the macro-
cracks. Crack bridging by the fibre resulted in significant RFTS, which was observed to be attained
over a long plateau. Finally, these individual fibres were pulled out from the concrete matrix instead of
breakage as shown in Figure 13 and their hook ends were turned straight.

Since the two fibres were observed to act differently at two levels, viz. micro-cracking and
macro-cracking levels, hybridisation of these fibres resulted in an improved flexural response at both
loading stages in terms of strength and energy absorption capacity. For HyFRC at a total fibre quantity
of 80 kg/m’ (40 kg/m’ of each fibre), positive synergetic effect between metallic fibres resulted in
maximum flexural response compared to all other mixtures containing fibres in single or hybrid forms.
Moreover, two combined actions, one of amorphous metal fibre to stop the micro-cracking mechanism
and the other of carbon steel hooked-ended fibre to stop the propagation of macro-cracks, were another
positive synergetic effect between the two metallic fibres.

However, it should also be mentioned here that by keeping the same fibre volume in a
composite, mechanical performance of the FRC composite can also be improved by changing the
constituents of the cement-based matrix. Maximum aggregate particle size (du.x) usually governs the
length of the fibre, 1.e. length of fibre (/) should be equal or greater than 3 times of dyx [17]. If dipax 18
reduced, fibre with shorter length can be selected, and for the same dosage the number of the shorter
fibre will increase. Moreover, by reducing d,., the matrix compactness will also improve. Increased
number of fibres and improved compactness of the matrix can result in improved mechanical response
of the FRC, which sometime leads to the development of ultra-high performance fibre-reinforced
concrete composite [18].

Conclusions

On the basis of three-point bending tests performed on notched prismatic specimens constructed
with mono- and hybrid-fibre-reinforced concretes containing two different fibres used in this study, the
following conclusions can be drawn:

e Adhering amorphous stainless metallic fibre, due to its high-bonding with the matrix, is very
effective in controlling the micro-cracking mechanism, which results in an improved behaviour
in terms of smaller crack openings at peak resistance. On the other hand, high-modulus hook-
ended carbon steel fibre is effective in controlling macro-cracks over a wide range and at high
stress level. As a result, the toughness of the material is significantly increased. It should also be
noted that these fibres also have very different properties in terms of fibre geometry and tensile strength.
These variables are also effective on flexural performance of beam samples at different loading levels.

e The use of metallic fibres in hybrid form investigated in this study has resulted in improved
behaviour of the composite regarding cracking control, strength and toughness. For such
structural application as in water retaining structures, hybrid combination of these fibres could
be promising.

e The response of the hybrid mixture containing both fibres at a total quantity of 80 kg/m’ (40
kg/m’ of each fibre) in terms of modulus of rupture, residual flexural tensile strength and
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flexural toughness has shown that there exists a positive synergetic effect between the metallic
fibres used in this study.

Future Work

In the ongoing research work, more fibre composites containing fibres in single and hybrid
forms at the same dosage will be tested and results will be compared to further highlight the benefits of
mixing metallic fibres used in this study. For example, mono-fibre composition containing fibres at the
dosage of 80 kg/m’ will be tested in comparison with the hybrid composition containing both fibres at
a total quantity of 80 kg/m’.
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Abstract: Phenological observation and a population density study for six uncommon medicinal plant
species were made in four grasslands in Nilgiri Biosphere Reserve, Western Ghats, viz. Thiashola,
Korakundah, Ebbenadu and Wenlockdown, at monthly intervals from April 2007 to March 2008. The
six plant species were Anaphalis elliptica DC. (Compositae), Ceropegia pusilla Wight & Arn.
(Asclepiadaceae), Hedyotis articularis R. Br. ex G. Don (Rubiaceae), Heracleum rigens Walli. ex DC.
(Umbelliferae), Leucas vestita Benth. (Lamiaceae) and Luzula campestris (L.) DC. (Juncaceae).
Generally, all six species exhibited peak bud formation between February and May and bud break in
June. Most of the leaves were produced in a single flush. Leaf expansion continued up to August in L.
vestita. Flowering phenophase was observed from July to October, but in 4. elliptica it extended to
December. The active period of fruit formation occurred during August to December for all species
except A. elliptica, which was during January and February. Seed maturation and seed dispersal
happened during December - February for all the species except A. elliptica which happened during
May-June. The study of population dynamics shows that there was a net decrease in the population of
A. elliptica, L. vestita and L. campestris over a period of one year at Korakundah, Ebbenadu and
Wenlockdown grasslands. C. pusilla, H. articularis and H. rigens maintained their populations at the
same level in the respective grasslands without any major change during the study period.

Keywords: phenology, population dynamics, medicinal plants, grasslands, Nilgiris, Western Ghats
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Introduction

Plants respond biologically to various parameters in the holocoenotic environment [1]. Besides
this, many extrinsic factors, e.g. the time of phenophase and seed dispersal, are very important in
distribution, survival and success in the establishment of a species in the community. Considering these
facts, it is known that phenological studies are important for the conservation of genetic resources and
forest management as well as for a better understanding of ecological capabilities of plant species and
community-level interactions. Another important attribute which decides the establishment of a species
is population size. This is regulated by an array of environmental factors. In this study we have
observed the times of phenophase and determined the influence of environmental variables on the
population density of six uncommon medicinal plants in four grasslands in Nilgiri Biosphere Reserve,
Western Ghats. These are Anaphalis elliptica, Ceropegia pusilla, Hedyotis articularis, Heracleum
rigens, Leucas vestita and Luzula campestris. Since no attempts have been made in the conservation
of these six species in these grasslands, they have been selected for this study. The ecological and
medicinal characters of these species are given in Table 1.

Table 1. Ecological and medicinal attributes of the six studied species

Species Family Habit Ecological | Medicinal /
status economic uses [2]
Anaphalis elliptica DC. Compositae Herb Endemic Antipyretic
(annual)
Ceropegia pusilla Wight & Arn. Asclepidaceae | Herb Rare and Antidote for snake
(annual) threatened | bite
Hedyotis articularis R. Br. ex G.Don | Rubiaceae Shrub Endemic Treatment of
(perennial) nervous disorders
Heracleum rigens Walli. ex DC. Apiaceae Herb Endemic Anticancer
(annual)
Leucas vestita Benth. Lamiaceae Herb Endemic Treatment of
(annual) rheumatism
Luzula campestris (L.) DC. Juncaceae Herb Threatened | Agricultural
(annual) indicator (indicates
high possibility of
agriculture practice
by selecting any
local crop)

Methods of Observation

Detailed phenological records of the six plant species were carried out from April 2007 to
March 2008 at monthly intervals. During high activity periods, observations were made more
frequently. Phenological observations of each species were made by marking 20 randomly selected
individuals in one of the grasslands. Since all four grasslands are located at a more or less similar
geographical position and elevation (11° 13° N and 76° 39’ E, elevation between 2050-2200 m)
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(Figure 1) and under uniform macroclimatic conditions (1560-mm annual rainfall and temperature
between 5°C during January and 26°C during April : Table 2), the phenological observations were
made at only one grassland where the species was present. The associated species in the plots were
generally grasses with a few dicot herbs. When a phenophase was noticed in about 10% of individuals
under observation, it was considered to be initiated and considered at a peak when it occurred in more
than 80% of individuals. The phenograms were drawn according to phenophases which occurred in
more than 80% of individuals following the methodology of Lodhiyal et al [3].

The study on population density and the results were expressed in a 100-m” scale. In the
grasslands of the species occurrence, five 1-m* quadrats were made. In the case of adults, each plant
with a height of 30 cm was considered as an individual. For the study of seedling population, seedling
cohorts were marked in each of the quadrats in April 2007 and February 2008. Individuals arising
from seeds were marked with dots of different colours. The survival of adults and seedlings were
recorded at monthly intervals.

Results and Discussion

Phenological observations of bud formation, vegetative growth, flowering, fruiting, seed
maturity and seed dispersal for each species are presented in Figure 2. Generally, for all species
studied, bud formation occurred during February and May. For Anaphalis elliptica and Leucas vestita
bud formation extended to June. It has been noted that more abundant and shallow roots in the upper
soil layers contributed by herbs favour the sudden appearance of buds immediately after adequate rain
in dense forests [4]. Bud aestivation started during June and most leaves were produced in a single
flush. For Anaphalis elliptica, phenophase happened during September and October. Continued leaf
expansion for Leucas vestita was until August. This may be explained due to the need of high
temperature thresholds [5-6]. It has been observed that the rainy season was most favoured for the
vegetative growth of all six species. Similar patterns on bud formation and vegetative growth have
been observed for certain grassland and forest understorey species [7-9]. Flowering period after
vegetative growth was mostly from July through October. For Anaphalis elliptica, this happened
during November and December. The flowering response of plants is related to the high elevation and
temperature factors and is species specific [10]. Generally, from August to December fruit formation
occurred for all six species except Anaphalis elliptica, whose fruiting period was during January and
February. In the months after fruiting, seed maturation happened for all six species. Seed dispersal was
noted during December and February except for Anaphalis elliptica, which was in May and June.
Seed maturation and seed dispersal generally happened with the onset of the cold, dry season
(December-February) when growth cessation in plants normally happens in the area [11].
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Figure 1. Location of study areas in Western Ghats
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Table 2. Climate in the study area

Year and T empoerature Rainfall No: of Relqtiye
month (°O) ' (mm) Rainy humidity
Max. | Min. days (%)
2007
Apr 26.1 | 15.6 25 7 95
May 25.3 | 17.6 68 6 94
Jun 22.8 | 17.6 212 15 90
Jul 21.5 | 16.8 210 14 95
Aug 194 | 174 161 13 95
Sep 21.8 | 16.6 86 15 94
Oct 16.9 | 15.8 298 19 97
Nov 16.6 | 15.6 240 13 96
Dec 153 | 9.8 82 4 92
2008
Jan 146 | 5.3 0 0 85
Feb 15.6 | 11.7 51 7 78
Mar 16.8 | 13.1 85 11 75
Apr 21.9 | 14.7 42 6 83

Data Source: Government Meteorological Station, Ootacamund, the Nilgiris

Variation in population density of the six species is presented in Table 3. Anaphalis elliptica
and Ceropegia pusilla, which were only present in Thiashola and Ebbenadu grasslands varied between
0.03 (in Ebbenadu during April 2008) and 0.21/m’ (in Thiashola during November 2007), and 0.04 (in
both Ebbenadu and Thiashola during June and February) and 0.21/m’ (in Thiashola during September,
2007).  Hedyotis articularis, which was present in Thiashola, Korakundah and Ebbenadu
grasslands, had population density variations between 0.02 (during May, 2007 in Korakundah and
Ebbenadu) and 0.17/m’ (during October, 2007 in Korakundah). The species density of Heracleum
rigens ranged between 0.04 (during June, 2007 in Ebbenadu and Wenlockdown) and 0.19/m’ (during
October, 2007 in Ebbenadu). Leucas vestita also showed great variation in population size with
between 0.03 and 0.21/m’ in the grasslands of its occurrence. Luzula campestris, which was present
only in Wenlockdown grassland, had its population sizes between 0.04 (in March, 2008) and 0.25/m’
(in October, 2007). The overall low population of all six species (0.02-0.21/m’) in the grasslands is
due to the collective influence of several factors such as limited natural distribution and variation in
microclimatic conditions [12]. Dry and cold conditions after seed dispersal during February and March
can be a reason for the low population density for these species. In spite of severe habitat protection,
illegal exploitation by local people and other herb gatherers for medicinal plants also have reduced
their population sizes.
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Figure 2. Phenograms for the six uncommon medicinal plant species studied
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Table 3. Population density (individuals/m®) of the six species studied in the four grasslands
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Grassland
Year Thiashola Korakundah Ebbenadu Wenlockdown
and Anaphalis | Ceropegi Hec‘iy otis‘ Heracleum | Leucas Anaphalis | Ceropegi Hec‘iy otis‘ Heracleu | Leucas Heracleum | Leucas Luzula
month elliptica a pusilla ;zrtlcularl rigens vestita elliptica a pusilla ;zrtlcularl m rigens vestita rigens vestita campestris
2007
Apr - - 0.04+0.00 0.04+0.00 | 0.04+0.00 | 0.04+0.00 - 0.04+0.00 - 0.04+0.00 - 0.04+0.00 0.07+0.00
May - - - 0.02+0.00 | 0.03+0.00 - - 0.02+0.00 - 0.03+0.00 - 0.03+0.00 0.05+0.00
Jun 0.08+0.00 0.06+0.00 0.07+0.00 0.05+£0.00 | 0.05+£0.00 | 0.06+0.00 0.04+0.00 | 0.05+0.01 0.04+0.00 0.05+0.01 0.04+0.00 0.05+0.00 0.10+0.00
Jul 0.11+0.01 0.12+0.00 0.09+0.00 0.06+0.01 0.06+£0.00 | 0.09+0.01 0.05+£0.00 | 0.06+0.00 0.07+0.00 0.06+0.01 0.06+0.01 0.08+0.01 0.14+0.01
Aug 0.15+0.00 0.18+0.00 0.10+0.00 0.11+0.02 0.12+0.01 0.15+0.01 0.08+0.00 0.10+0.01 0.12+0.00 0.13+0.00 0.10+0.01 0.12+0.00 0.17+0.02
Sep 0.17+0.00 0.21+0.03 0.12+0.00 0.13+0.00 0.17+0.02 0.12+0.01 0.12+0.01 0.13+0.01 0.16+0.02 0.18+0.02 0.15+0.00 0.14+0.01 0.21+0.01
Oct 0.19+0.02 0.17+0.02 0.14+0.01 0.17+0.02 0.21+0.02 0.18+0.00 0.14+0.01 0.15+0.01 0.19+0.02 0.20+0.00 0.14+0.01 0.17+0.02 0.25+0.03
Nov 0.21+0.00 0.14+0.01 0.12+0.01 0.13+0.01 0.14+0.01 0.17+0.02 0.12+0.00 0.12+0.02 0.14+0.01 0.14+0.02 0.17+0.02 0.16+0.01 0.19+0.01
Dec 0.14+0.01 0.10+0.01 0.11+0.00 0.11+0.01 0.11+0.01 0.13+0.00 0.09+0.00 0.11+0.00 0.12+0.01 0.12+0.01 0.10+0.00 0.09+0.00 0.12+0.01
2008
Jan 0.11+0.00 0.08+0.00 0.09+0.01 0.08+0.00 | 0.08+0.00 | 0.11+0.01 0.07£0.00 | 0.09+0.01 0.08+0.00 0.08+0.00 0.08+0.00 0.05+0.00 0.10+0.00
Feb 0.09+0.00 0.04+0.00 0.08+0.00 0.07+0.00 | 0.07+£0.00 | 0.07+0.00 0.06+£0.00 | 0.07+0.00 0.06+0.00 0.07+0.00 0.07+0.00 0.06+0.00 0.08+0.00
Mar 0.05+0.00 - 0.05+0.00 0.05+£0.00 | 0.04+0.00 | 0.06+0.00 - 0.05+0.00 - 0.04+0.00 0.05+0.00 0.04+0.00 0.04+0.00
Apr - - 0.04+0.00 0.04+0.00 | 0.03+0.00 | 0.03+0.00 - 0.04+0.00 - 0.04+0.00 - 0.03+0.00 0.05+0.00
Note: - indicates the absence of the species.
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Recommendations

Based on the results of this study it is suggested that the seeds of all six species be collected

and kept in cold storage until the next growing season. These seeds can be air sown in the grasslands

to augment population levels. To confirm this concept, experiments on seed germination as influenced

by cold storage must be conducted.
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Abstract: Green chilli paste and its ingredients (chilli, red onion and garlic) from different
stages of processing were analysed for total phenolic content and antioxidant properties, i.e.
total antioxidant capacity, DPPH radical scavenging activity, and B-carotene bleaching activity.
The effects of processing stage on total phenolic content and antioxidant properties of green
chilli paste and its ingredients were discussed, along with the correlation between the total
phenolic content and the antioxidant properties.
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Introduction

An antioxidant refers to any substance which, when present at low concentration compared to
that of an oxidisable substrate, significantly delays or prevents oxidation of that substrate. Antioxidants
are divided into two groups: natural enzymatic antioxidants and non-enzymatic ones. The natural
enzymatic antioxidants, e.g. superoxide dismutases, catalases and enzymes, are located mostly in
peroxisomes. Natural and synthetic non-enzymatic antioxidants consist of vitamin E and related
antioxidants such as vitamin C, BHT, BHA, carotenoids, glutathione and derivatives, phenolic
compounds, flavonoids and alkaloids [1-2]. Foods or food materials are an important source of
antioxidant compounds for human consumption. Natural antioxidants present in the diet increase the
resistance to oxidative damage. Fruits and vegetables are immensely valuable not only for their
nutritional value but also for their potential health functionality against various degenerative diseases
[3-4].



194
Maejo Int. J. Sci. Technol. 2010, 4(02), 193-200

Green chilli paste (GCP) 1s a traditional food from the northern part of Thailand. In a large
local market it is not unusual that about 500 kg/day of GCP are sold. GCP is made from chilli, red
onion and garlic. Chilli (Capsicum annuum Linn.) is a rich source of phenolics and a good source of
flavonoids, which of late have aroused great interest owing to their antioxidant activities. Red onion
(Allium ascalonicum Linn.) and garlic (4llium sativum Linn.) are widely used vegetables in diets
around the world. The antioxidant activity of A/lium plants has mainly been attributed to a variety of
sulphur-containing compounds and their precursors [5-7].

Some GCP manufacturers have been developing and improving the quality of GCP to delay
spoiling. Sterilisation methods of GCP have been improved [8-9]. Normally the cooking process and
storage are the main causes of the loss of nutritional value and desired physical characteristics in food
and beverages [10-13]. However, thermal processing, which inactivates microorganisms and enzymes,
is also the most common method for extending the shelf life of a food product [14].

In this study, the total phenolic content and antioxidant properties of GCP are investigated
along with its ingredients, i.e. chilli, red onion and garlic. GCP at different stages of processing and
both fresh and heat-processed ingredients are similarly examined.

Materials and Methods

Chemicals

Chemicals were purchased from the following: [B-carotene, quercetin and Folin-Ciocalteu
reagent from Sigma-Aldrich (USA); 1,1-diphenyl-2-picrylhydrazyl (DPPH) and linoleic acid from
Fluka (Switzerland); ammonium molybdate and Tween 20 from AJAX (Australia); acetonitrile from
Fluka (USA); gallic acid from Merck (USA); and BHT from BDH (UK). Reference compounds were
of HPLC grade while the rest including other common chemicals were of analytical grade.

GCP and its ingredients

Unprocessed GCP was prepared by blending together roasted and peeled ingredients, i.e. chilli,
red onion and garlic, and then the resulting mixture was salted. Degassed GCP was prepared by
steaming and agitating unprocessed GCP contained in a bottle at 90-100°C for 5 minutes before tightly
capping the bottle. Sterilised GCP was prepared by heating degassed GCP at 108°C for 30 minutes at a
reduced pressure of 5 psi before storage. Each heat-processed ingredient was prepared in a similar
manner as sterilised GCP except no salt was added in the process. All samples for analysis were
freeze-dried and ground in a mortar, then kept under nitrogen at -4 °C before experiment.

All prepared GCP and its ingredients mentioned above were kindly supplied by Chiang Mai
Vanusnun Co., Ltd., Chiang Mai, Thailand.

Sample extraction

A sample extract was obtained by methanol extraction [6]. A ground sample (1.5 g) was
extracted with methanol (10 ml) by stirring for 1 hour at room temperature followed by sonicating for
20 minutes in an ultrasonic bath. The mixture was then centrifuged at 3000 rpm for 20 minutes, the
supernatant decanted, and the above extraction was repeated with an additional 10 ml of methanol. The
combined supernatant from the two extractions was used for analysis as described below.
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Total phenolic content

The total phenolic content was measured spectrophotometrically following the procedure
outlined by Siddhuraju [15]. The reaction mixture contained 50% Folin-Ciocalteu reagent (0.5 ml),
20% (w/v) sodium carbonate solution (2.5 ml), and gallic acid solution or sample extract (1.0 ml). The
mixture was placed in the dark for 40 minutes and the absorbance was recorded at 750 nm against a
blank with a spectrometer (Perkin-Elmer: Lamda 25 UV/VIS).

Preparation of the calibration curve for total phenolic content determination was carried out
using gallic acid (2-10 pg/ml). The total phenolic content was expressed based on gallic acid
equivalent (GAE).

Determination of total antioxidant capacity

The assay is based on the reduction of Mo(VI) to Mo(V) by the extract and subsequent
formation of a green phosphate/Mo(V) complex at acidic pH. The procedure set out by Banergee et al.
[16] was followed. Standard gallic acid solution or the extract (1 ml) was combined with 3.0 ml of the
reagent solution containing 0.6 M sulphuric acid, 28 mM sodium phosphate and 4 mM ammonium
molybdate. The mixture was incubated at 95°C for 90 minutes. After cooling to room temperature, the
absorbance of the solution was measured at 725 nm.

Preparation of the calibration curve for total antioxidant capacity was carried out using gallic
acid (2.5-10 pg/ml). The total antioxidant capacity was expressed based on GAE.

DPPH radical scavenging activity

Free radical scavenging activity was determined using the stable 1,1-diphenyl-2-picrylhydrazyl
(DPPH) free radical. The extract (1 ml) was added to 3.0 ml of 0.004% methanolic solution of DPPH.
After 30 minutes the absorbance (A) at 517 nm was measured. The per cent inhibition was calculated
as [1 — Aextract /Ablank] X 100. The relationship between per cent inhibition and sample concentration
was plotted to determine the 1Cs value [16].

P-Carotene bleaching activity

The determination of the antioxidant activity as the ability to delay the bleaching of B-carotene
in a water/linoleic acid emulsion was performed according to Nsimba et al [17]. To prepare the B-
carotene emulsion, 0.2 ml of B-carotene solution (0.2 mg/ml in chloroform) was transferred to a round-
bottom flask containing linoleic acid (20 pl) and Tween 20 (200 pl). The mixture was evaporated at
40°C for 10 minutes to remove the solvent and distilled water (100 ml) was immediately added. The -
carotene emulsion (5.0 ml) was transferred to a test tube containing the test sample (0.2 ml). The
mixture was shaken and placed in a water bath at 50°C for 2 hours before its absorbance was measured
at 470 nm.

The percent inhibition was calculated as [1 — (Ag — Ay)/ (Aoo - Ato)] x 100), where Ay and AOO
are the absorbance values measured at initial time of the incubation for sample and control
respectively, and A, and A’y are the absorbance values of sample and control respectively at t minutes.
The relation between per cent inhibition of B-carotene oxidation and sample concentration was plotted
to determine the 1Cso value.



196
Maejo Int. J. Sci. Technol. 2010, 4(02), 193-200

Results and Discussion

Total phenolic content

Thermal processing can cause both positive and negative changes in total phenolic content of
GCP and its ingredients as shown in Table 1. Heat-processed chilli and garlic have slightly lower
phenolic content than their fresh counterparts while heat-processed onion has an increase of total
phenolic content. On the one hand, high temperature involved in the processing might have assisted in
the decomposition of complex phenolic compounds thus releasing the free phenolics leading to an
increase in total phenolic content [8, 18]. On the other hand, many other studies have shown that
heating process has both negative and positive effects on total phenolic content of plant materials
including fruits and vegetables, depending on the type of raw materials and the groups of compounds
present [13-14, 18-21]. Li et al. [22] reported that heat treatment caused a reduction in total phenolic
content during the processing of purple wheat bran. Zhang and Hamauzu [13] also reported that
antioxidant components in broccoli are significantly lost during cooking.

From Table 1, the total phenolic content in degassed GCP, which has also been subjected to
heat treatment, is not lowered compared to that in unprocessed GCP. Apparently, oxygen removal
reduces the oxidation process and inactivates enzymatic reactions in GCP. Oms-Oliu et al. [12] have
also found that a low oxygen level is ideal for maintaining vitamin C and phenolic content during
storage.

As in the case of onion, the total phenolic content in sterilised GCP is significantly higher than
untreated GCP, which is also probably due to the same reason, i.e. the release of free phenolic
compounds from some more complex molecules upon sterilisation.

Table 1. Total phenolic content and total antioxidant capacity of GCP and its ingradients

Total phenolic Total antioxidant
o | o
mg DPM) mg DPM)
Chilli Fresh 3.42+0.08 14.91+0.75
Heat-processed 2.69+0.02 14.22+0.60
Red onion Fresh 10.59+0.34 10.98+0.60
Heat-processed 12.82+0.46 11.44+0.30
Garlic Fresh 2.00+0.13 6.65+0.89
Heat-processed 1.82+0.07 7.14+0.36
Unprocessed GCP 5.93+0.26 18.22+0.49
Degassed GCP 5.97+0.38 24.89+0.64
Sterilised GCP 7.88+0.38 18.78+0.55

Note: GAE = gallic acid equivalent; DPM = dry plant material;
Results are reported with + SD.
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Antioxidant properties

The antioxidant properties were investigated using in vitro methods. The total antioxidant
capacity is shown in Table 1. Fresh and heat-processed chilli apparently has a higher level of total
antioxidant capacity than that of red onion or garlic. An earlier study also reported that chilli has a
strong antioxidant activity [21]. Banerjee et al. [16] reported that the phenolics of green pepper (Piper
nigrum L.) has higher DPPH radical scavenging capacity than the acetone extract of nutmeg mace
(Myristica fragrans).

Heat processing is observed in this study to have pronounced effects on the three ingredients of
GCP. In addition, removal of chilli skin prior to heat processing may result in the loss of some
important compounds in chilli such as vitamin C, tocopherol, B-carotene and alkaloids, with
consequent reduction of antioxidant activities of heat-processed chilli compared to the fresh one.
However, they are enhanced in heat-processed red onion and garlic (Tables 1-2). In this case, it is most
probable that heat processing has released such compounds as free aglycones or Maillard products that
can reduce Mo(VI) to Mo(V) and also react as an electron donor or transfer a hydrogen atom to the
DPPH radical, thus increasing the antioxidant properties.

From Tables 1-2, the antioxidant capacity and DPPH radical scavenging activity of both types
of processed GCP apparently increase compared to unprocessed GCP. Earlier studies showed that
sterilisation causes changes in the texture, colour and flavour of GCP [8, 23]. Sterilisation also
produces a bitter taste in GCP. The main bitter compounds, identified as catechins, were shown to
increase upon sterilisation [8]. This result supports the hypothesis that sterilisation releases some
phenolic compounds and these products increase the antioxidant properties. Randhir et al. [18] found
that thermal processing of sprouts and seedlings of wheat, buckwheat, corn and oat causes changes in
their health-relevant functionality and suggested that these changes are due to modifications in the total
phenolic content leading to a higher content with consequent increase in scavenging-linked antioxidant
activity. However, the antioxidant capacity of sterilised GCP is seen to be lower than that of degassed
GCP, which may be accounted for by the postulate that certain compounds with reducing property
might have been adversely affected by the sterilisation process.

In attempting to correlate the total phenolic content with antioxidant properties, one can see
that the correlation is rather poor. Among the three ingredients, fresh and heat-processed chilli is
second in total phenolic content, yet it is strongest in both antioxidant properties. Red onion has the
highest total phenolic content although it shows only medium levels in both antioxidant properties
(Tables 1-2). In this regard, it is clear that the antioxidant properties may not only come from a
phenolic group [6]; substances such as capsaicin and sulfur compounds may also be associated with
the antioxidant properties of chilli and garlic [24]. Conversely, it is well known that not every phenolic
substance is a good antioxidant. This may be evident from a result in Table 1, in which sterilised GCP,
though highest in total phenolic content among the three GCPs, is not highest in total antioxidant
capacity.

The B-carotene bleaching method is based on the loss of the yellow colour of B-carotene due to
its reaction with radicals formed by linoleic acid oxidation in an emulsion. The rate of (-carotene
bleaching can be slowed down in the presence of an antioxidant. However, it can be seen in this
experiment that the different processing steps did not seem to affect the antioxidant property of GCP as
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determined by the B-carotene bleaching method. The ICsy remains relatively constant as shown in
Table 2. Conforti et al. [25] reported that a high level of phenolic content and an acyclic diterpene
alcohol (phytol) in green pepper fruit are responsible for the inhibition of lipid peroxidation, although
this effect takes place only at the ripening stage of the fruit. Furthermore, although the correlation
between total phenolic content and antioxidant activity by the DPPH test was found for small green
and red pepper extracts, no correlation was found for B-carotene bleaching test and bovine brain
peroxidation assay.

Table 2. DPPH radical scavenging and B-carotene bleaching activities
of GCP and its ingredients

Sample ICso (mg/ml)
DPPH method | f-Carotene method

Chilli Fresh 2.124+0.02 -

Heat-processed 2.3340.11 -

Red onion Fresh 4.00+0.34 -

Heat-processed 3.75+0.28 -

Garlic Fresh 19.83+0.77 -

Heat-processed 17.63+0.93 -
Unprocessed GCP 3.48+0.15 1.02+0.02
Degassed GCP 3.07+0.12 1.10+0.05
Sterilised GCP 2.67+0.08 1.07+40.03
Standard BHT 8.31+0.18* 0.54+0.01*
quercetin 0.31+0.01* 4.37+0.06*

Note: - = Not investigated; * = in pug/ml;

Results are reported with + SD.

Conclusions

The total phenolic content and antioxidant properties of green chilli paste and its ingredients
are observed to be affected on being processed. The overall effect of processing, though not apparently
extensive or outstanding, nevertheless seems to be somewhat beneficial to both of the green chilli paste
products (i.e. degassed and sterilised) compared to the unprocessed product.
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Abstract: Assessment of the degradation of lubricating oil was performed on the lubricants which had
been used in a small motorcycle engine fueled with gasohol in comparison with the lubricants from
gasoline-run engine. The lubricant properties examined in the assessment were lubricating capacity,
viscosity and stability to oxidation. Lubricating capacity was evaluated by accelerated wear test on the
Timken tester. Lubricating oils from gasohol-run engine appeared to produce about 10% greater wear
than that made in oils from gasoline-run engine. There was no significant difference between the effect
of gasohol and gasoline on the viscosity of the used lubricating oils. Moreover, no oxidation products in
any used oil samples could be detected.
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Introduction

Advanced lubricants have been formulated to reduce wear and friction of the tribological
components of an engine by interposing a film of material between rubbing surfaces. Apart from
lubrication, an engine oil also cleans and cools the engine, inhibits corrosion and improves sealing. The
lubricant consists mainly of a base oil and chemical additives, which are blended according to its grade
and specific duty. When adjusted optimally to its task, wear and maintenance requirements can be
reduced leading to a greater saving and less problem with air pollution. During use, however,
lubricating oil properties tend to degrade. Engine lubricant is degraded by heat, oxidation, and possible
contamination from fuel and other materials. Any unburned fuel may leak from the engine combustion
chamber into the lubricating oil sump, possibly via blow-by flow mechanism [1]. Contamination can
degrade the performance of engine lubricants, thus affecting engine parts and properties. The extent of
degradation depends on the severity of engine conditions and length of use. Used lubricating oil
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contaminated by dirt, fuel, water, metals, products of combustion, and other materials is therefore
replaced on a regular basis in all operating equipment. Degradation of lubricating oils after various
degrees of their use can be observed and studied by a number of analytical methods such as Fourier
transform infrared (FTIR) spectroscopy [2-5], atomic absorption spectroscopy [5-6], and measurement
of change in viscosity and acidity [7-10]. The information obtained is often used to predict useful
lubricant service life.

Ethanol is a renewable fuel derived from domestic feedstock. It is considered as an important
alternative fuel and extender for engines. In Thailand, gasohol, a blended mixture of 10% ethanol and
90% gasoline, has been used extensively as transport fuel for the past decade. Relatively few studies on
the degradation of tribological performance of a lubricant in small gasohol-fueled engines have been
reported in the literature. The aim of this study is therefore to investigate the lubricating oil degradation
in a small motorcycle engine fueled with gasohol for a prolonged period. This is done in comparison
with oil from the same type of engine which is run on regular gasoline by measuring changes in the
lubricant’s properties, viz. lubricating capacity, viscosity and stability to oxidation.

Materials and Methods

Lubricants
Two different types of engine oil, i.e. mineral- and synthetic-based oils, whose properties are
shown in Table 1, were used in this study. Both oils are commercially available from local distributors.

Small engines

Four motorcycles of similar built and age were used to run four test combinations of fuels and
lubricants in parallel: (i) gasoline and mineral-based oil; (i1) gasoline and synthetic-based oil; (iii) gasohol
and mineral-based oil; and (iv) gasohol and synthetic-based oil. Their engines were of a Honda, four-
stroke of the Dream series. It is a lightweight, rugged, simple-to-maintain, high-performance engine. Its
specifications are given in Table 2. Prior to the test, all engines were flushed to make sure that no other
oil was present to contaminate the test oil. Then they were filled with the new lubricant. Road tests
were performed on these vehicles with both mineral- and synthetic-based oils for up to 3000 km, a
recommended oil-change mileage. This amounted to the test duration of 4-6 months. At the mileage of
1500 km and 3000 km, samples of the lubricating oil from each engine were collected from the
crankcase sump with a syringe for later analysis (with replenishment of fresh oil at 1500 km). After
completion of the test, the engine components were inspected visually to assess the degree of wear and
tear.

Wear machine

All samples of fresh and used lubricating oils from the road test were subjected to bench wear
test. The accelerated wear test was carried out using a Timken universal wear and friction testing
machine. Schematic diagrams of the machine and testing arrangement of the specimen are shown in
Figure 1. The machine comprises a motor-driven, rotating axle which provides a relative motion to the
loaded specimen, fully immersed in the lubricant to be tested. A test specimen was used to imitate solid
metallic contact and simulate the lubricity effect of the oil at the contact. The load on the test specimen
can be adjusted. The bench test conditions used were: load of 33 N, rotating speed of 500 rpm, and
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temperature of 25°C in accordance with ASTM standard [11]. The wear was generated under lubricated
condition on the cylindrical steel specimen subjected to the rolling contact. The specimen was weighed
using an electronic balance at a fixed time interval and wear scar area on the test specimen was
monitored. Each test for each oil sample was done in triplicate and high repeatability (> 90%) was
obtained.

Table 1. Specifications of engine lubricants

Property Mineral-based oil Synthetic-based oil
Grade SAE 20W-50 SAE 5W-40
Kinematic viscosity at 100°C (cSt) 18.5 14.2
Viscosity index 128 176
Cold cranking simulator at -25°C (cP) 7800 5410
Flash point (°C) 246 227
Pour point (°C) 21 -45
Colour red yellow

Table 2. Motorcycle engine specifications

Engine : Honda

Model : Dream 125
Type : 4-stroke, OHC
Combustion : Direct injection, naturally aspirated
Number of cylinder 1

Bore :52.4 mm
Stroke :57.9 mm
Displacement :124.9 cc
Compression ratio :9.3:1

Ignition system : CDI

Ignition timing :15° BTDC
Cooling system : air cooled
Sump capacity : 700 cc

Analysis methods

A viscometer was used to measure the viscosity of the tested lubricants according to ASTM
standard [12]. Analysis of the lubricants was also performed by FTIR spectroscopy [13]. The method is
based on the fact that specific functional groups absorb in unique regions of the infrared spectrum, thus
allowing the identification of contaminants and oxidation products. Spectra were acquired on a Bruker
FTIR Tensor 27 model. The resolution for the spectral data was 4 nm and the number of scans was set
at 200. The wear surfaces generated on the cylindrical specimens subjected to rolling contact under
lubricating condition in the Timken tester were examined with an optical microscope. Apparent areas of
wear scar were measured.
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Pulley

(b)

Figure 1. (a) Timken universal wear machine; (b) Testing arrangement of the specimen

Results and Discussion

The motorcycles completed the road test without any performance problem. After completion of
the test, their engines were disassembled and the deposit formations on the cylinder head, piston crown,
piston rings, inlet and exhaust valves were examined. Visual inspection of components showed little
change compared to their imitial conditions. The engine components did not show any sign of wear and
the critical components were in good working conditions, although their surfaces were observed to be
covered with light deposits. Carbon residuals were also found on the piston ring and ring grove.
Exhaust ports and valve stems were coated with thin deposits but they could be easily removed. It
should be noted that erratic operation from deposit accumulation was not encountered. The formation
of carbon deposits did not seem to affect the overall performance of the engine.

The sliding contact between metal components of any mechanical system is always accompanied
by wear, which results in the generation of minute particles of metal [1]. In this study, however, when
accelerated wear tests were performed on the Timken tester, wear rate in terms of mass loss was found
to be insignificant. Wear scars on the test specimens were observed to be smooth. Their dimensions and
areas (shown schematically in Figure 2) are summarised in Table 3. It can be seen that the wear scar
area increases with increasing distance travelled for all cases. Mineral-based oil gives larger scar areas
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than those produced in synthetic oil. For the same type of engine oil, the one from gasohol-run engine
appears to produce about 10% larger scar areas than those produced in oil from gasoline-run engine.

Figure 2. Wear scar of test specimen and its measurement

Table 3. Average dimensions and areas of wear scar from Timken test

Oil type Fuel used Distance travelled (km) X (mm) y (mm) Area (mm’)
Synthetic Gasoline 0 3.73 6.57 76.95
1500 4.69 6.58 96.90
3000 4.93 8.09 125.23
Gasohol 0 3.73 6.57 76.95
1500 4.36 7.87 107.74
3000 5.33 8.61 132.34
Mineral Gasoline 0 4.69 7.41 95.16
1500 475 7.58 110.26
3000 4.97 8.22 128.28
Gasohol 0 4.69 7.41 95.16
1500 4.82 7.38 111.69
3000 5.15 8.20 144.10

The lubricating property of an engine oil changes with running time due to effects of oxidation,
thermal degradation, reaction with sliding surfaces, contamination by engine blow-by, and additive
depletion [14]. In this investigation, the effects are shown in terms of kinematic viscosity and viscosity
index of the lubricating oils (Figures 3-4). Oil viscosity has an effect on heat generation in bearings,
gears, pistons and other engine components due to internal fluid friction. Formation of lubricating films
and rate of oil consumption are also affected by viscosity. A proper level of viscosity is desired over a
wide range of temperature. The viscosity index is used as a measure of response of an oil to temperature
change. As seen from Figure 3, the viscosity of all oil samples decreases with operation time (measured
as distance travelled), the viscosity changes being about 20% and 45% at 3000 km mileage for
synthetic- and mineral-based oils respectively. This is contrary to the expectation that the viscosity is
likely to increase due to loss of lighter fractions from evaporation or oxidation [15]. The corresponding
changes in viscosity index (Figure 4) are smaller—about 10% and 20% for synthetic- and mineral-based
oils respectively. Within the test conditions under study, however, there is no statistically significant
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difference between the effect of gasoline and gasohol on viscosity. Incidentally, when simulated
lubricant contamination was carried out by adding gasohol at merely 1% by volume to the lubricant, the
viscosity was found to drop by more than 20% for both types of oils.
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As oil is exposed to oxygen in air at elevated temperature oxidation reactions may take place
during operation, which leads to the formation of oxygenated species including carboxylic acids, thus
increasing the acidity of the oil and contributing to corrosion. IR spectroscopy may be used to identify
the presence of these oxidation products. This is characterised by changes in the O-H, C=0 and C-O
spectral regions at 3600-2500, 1900-1600 and 1500-900 cm™ respectively [2, 16]. Figure 5 shows the
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Figure 5. FTIR spectra of fresh and used lubricating oils: (a) synthetic; (b) mineral
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spectra of fresh and used oils at the end of the road test. Very small changes are found in these three
spectral regions, suggesting negligible formation of oxidation compounds in any of the oil samples.
Confirmation of this finding is possible by employing such methods as cyclic fast neutron activation
analysis and nuclear magnetic resonance spectroscopy [17].

Conclusions

From this investigation, there seems to be no significant difference between the effect of gasohol
and that of gasoline on the lubricating oil performance and degradation in a small motorcycle engine
under normal engine operation.
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Abstract: Chitosan, a modified natural carbohydrate polymer derived from carapaces of crabs and
shrimps, has received a great deal of attention for its applications in diverse fields owing to its
biodegradability, biocompatibility, non-toxicity and anti-bacterial property. The wide-ranging
applications involve a broad spectrum of characterisation techniques and rheology represents one
technique of growing importance in this field. This paper is an attempt to review the latest development
in the rheology of chitosan, either on its own or associated with other materials, including the
parameters that strongly influence its rheological behaviour such as concentration, pH and temperature.

Keywords: chitosan, chitosan blends, chitosan gels, cross-linked chitosan, rheology

Introduction

Chitosan, or (1 —4)-2-amino-2—deoxy-3-D—glucan (Figure 1), is the deacetylated derivative of
chitin [1-2], the most abundant natural polymer on earth after cellulose [3-5] and obtained from
crustaceans [6-7] such as shrimps, squids and crabs. Chitosan is readily prepared from chitin [8-9].

NH= CH20H

HO .

CH:0OH CH-0H

Figure 1. Chemical structure of chitosan
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Chitosan can be dissolved in aqueous solutions of organic acids such as formic acid and acetic
acid at a pH below 6.2 due to protonation of the free amino groups present in its molecular structure
[10]. Chitosan hardly dissolves in pure acetic acid. In general, the properties of chitosan solutions
depend on several parameters including degree of deacetylation [11], pH [12-13], ionic strength [12],
concentration [14], temperature [15], acid concentration [16], type of acid [17], and distribution of the
acetyl groups along the chain [18-19]. For example, Matsumoto et al. [11] demonstrated that the
solutions of chitosan with 62% and 96% degree of deacetylation (DD) are homogeneous while that with
76% DD is heterogeneous. Chen et al. [12] reported that the viscosity of chitosan solutions is
significantly affected by ionic strength, pH and counter ions. Tsaith and Chen [13] revealed that
viscosities of solutions of chitosan with the same molecular weight decrease with increasing pH, while
viscosities of solutions of chitosan with the same pH increase with increasing molecular weight. A
chitosan solution stored at 4°C is found to be relatively stable from a viscosity point of view [20].

Similar to most natural polymers, chitosan has an amphiphilic character which can influence its
physical properties in solutions and solid states. This is attributed to the presence of the hydrophilic
amino groups and the hydrophobic acetamido groups in its molecular structure. Unlike most
polysaccharides, chitosan can carry strong positive charges because it possesses a great number of
amino groups, thus endowing this polymer with many useful properties such as the capacity to form
composite materials when blended with other polymers [21].

Chitosan shows great promise for a wide variety of uses. Unique properties such as
biodegradability [22], biocompatibility [23-24], non-toxicity [25] and anti-bacterial activity [26] are the
main driving forces pushing studies on new applications of this polymer. Chitosan has already been used
in many fields including wastewater treatment, medicine, food and cosmetics [27-33]. Due to the
importance of rheology in various fields of science and technology, this short review tries to present the
recent (approximately from 1980 to the present) rheological studies involved with chitosan as well as its
blends, although such studies are quite limited in the literature.

Rheological Properties

Rheology is defined as the science of the deformation and flow of matter [34-36]. It investigates
the response of materials to an applied stress or strain [37-38]. Rheological properties describe flow
characteristics and textural behaviour of substances. The success of a wide range of commercial
products and industrial processes depends on meeting specific flow requirements. Rheological
behaviour can be generally divided into two types [39]: elastic behaviour, where the material restores
its original shape when the external force is removed, and viscous or plastic behaviour (such as in ideal
Newtonian liquids), where deformation ceases and the material does not regain its original shape when
the applied force is removed. The fluid flow behaviour is summarised in Scheme 1 and Figure 2.
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Rheology of Pure Chitosan Solutions and Gels

The rheological behaviour of chitosan depends on the concentration of its solution [40-48].
Kienzle-Sterzer et al. [42] found that the viscosity of concentrated chitosan solutions increases with
increasing chitosan concentration and that a shear thinning behaviour is observed at the polymer
concentrations above 0.50 g/dL. They also reported the independence and dependence of the zero shear
viscosity on the ionic strength and pH of the media respectively.

Wang and Xu [43] reported that the non-Newtonian behaviour of chitosan solutions increases
with increasing DD, which can be attributed to the chain-expanding structure and consequent increase
in entanglement. Mucha [44] also reported an increase in the shear stress and viscosity of chitosan
solutions with increasing chitosan concentration also due to the increase in entanglement among the
macromolecular chains.

The rheology of two aqueous systems of chitosan—unmodified chitosan and hydrophobically-
modified chitosan—was studied by Nystrom et al [46]. Their results revealed that the linear and non-
linear viscoelasticity are affected by several factors such as pH, temperature, amount of surfactant, and
polymer concentration. The HM-chitosan was found to be more influenced by these factors. In addition,
the shear thinning behaviour is more pronounced at higher shear rates for both systems. Hwang and
Shin [47] noted that the shear rate dependence of viscosity is more remarkable at higher chitosan
concentrations.

Martinez et al. [48] studied the influence of some parameters such as temperature, acid type and
addition of salt, on the steady-shear rheology of concentrated chitosan solutions. Viscosity and normal
stress were observed to decrease with increasing temperature and decreasing chitosan concentration. In
addition, chitosan in hydrochloric acid solutions exhibits lower steady-shear viscosity and normal stress
than in other acid solutions. Addition of salt was found to be the most effective parameter on the
rheology of chitosan solutions, i.e. the presence of salt decreases viscosity due to the interaction
between charged chains and small ions in solution.

Bodek [49] studied the rheological properties of microcrystalline chitosan hydrogels prepared by
adding a methylcellulose hydrogel to aqueous chitosan dispersions. It was found that, depending on the
kind and content of the pharmaceutical substances as well as the interactions between the polymer and
the pharmaceutical substances, a pseudo-plastic system can be observed. Anchisi et al. [S0] showed that
rheological properties of chitosan dispersions are affected by the molecular weight and that all chitosan
dispersions show a pseudo-plastic and shear thinning behaviour. It was also found that the presence of
glycols leads to decrease in the apparent viscosity compared to that in the corresponding base
dispersions.

The formation of chitosan hydrogels in an acetic acid-water-propanediol medium was reported
by Montembaulta et al [S1]. The gelation at different polymer concentrations, the degree of acetylation
(DA) of chitosan, and the composition of the initial solvent were studied by rheometry. It was found
that the optimal gelation conditions for cartilage regeneration application are: DA = 40%, ratio of
water/alcohol (solvent) = 1:1, and polymer concentration = 1.5%.

The production of pH-induced monolithic hydrogels through uniform neutralisation of slightly
acidic chitosan solutions with ammonia generated from enzymatic hydrolysis of urea was analysed via
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rheology and reported by Chenite et al [52]. A decrease in gelation time with increase in temperature
from 15 to 45°C was pronounced to be a result of the synergistic influence of increased reactant
diffusion and increased urease activity. It was also observed that gelation is accelerated as the urea
concentration increases up to a certain limit and then a slow decrease of the gelation kinetics was
noticed. This study indicates the possibility of using the auto-gelling solutions of chitosan as injectable
gels for tissue engineering and drug delivery.

Fernandez et al. [53] reported the rheology of chitosan gels with different (low and medium)
molecular weights. Non-Newtonian flow independent of time was observed for the two gels, with
pseudo-plastic behaviour for low-molecular-weight gel and plastic behaviour for medium-molecular-
weight gel. Mironov et al. [54] reported a decrease in the dynamic viscosity of chitosan solutions in
acetic acid during storage due to polymer degradation.

The effect of some parameters such as temperature, concentration, shearing time and storage
time on the rheological properties (apparent viscosity and shear stress) of chitosan dissolved in acetic
acid was reported by Elhefian et al [55]. The shear-thinning behaviour, which is more pronounced at a
lower temperature, was observed for chitosan solutions at all temperatures and concentrations studied.
When shearing time was studied, no significant changes in the dynamic viscosity and shear stress of
chitosan solutions were observed. In addition, when the period of storage was extended to 3 months, an
increase in viscosity was recorded at a constant shear rate, after which a drop in the viscosity was
observed.

Rheology of Cross-Linked Chitosan Solutions

Argiielles-Monal et al. [56] reported an apparent yield stress at very low frequencies for chitosan
in acetic acid solution and a cross-linking reaction between chitosan and glutaraldehyde, in which the
chemical cross-linkage between the aldehydic groups of glutaraldehyde and the amino groups of
chitosan was supposed to take place leading to the weak self-associated network of chitosan being
gradually replaced by a permanent covalent network. A strong permanent gel was reported to form at
higher cross-linking levels.

Moura et al. [57] reported the rheology of solutions of chitosan cross-linked with a natural
cross-linker, genipin, at various concentrations. Stronger elastic gels of the cross-linked solutions were
obtained under physiological conditions compared to those of the pure component. They also reported
that the value of the gelation time obtained from the crossover of G" (loss modulus) and G’ (storage
modulus) and that recorded by the Winter—Chambon criterion were in excellent agreement.

Rheology of Solutions and Gels of Chitosan Blends

The rheological characteristics of solutions of chitosan and polyoxyethylene of various molecular
weights were reported by Nikolova et al [58]. Pseudo-plastic non-Newtonian behaviour was observed
for each of the pure polymer solutions as well as those of their mixtures. It was assumed that the
rheological behaviour of the chitosan/polyoxyethylene mixtures is determined by chitosan
macromolecules. Khalid et al. [59] reported the rheological properties of a semi-interpenetrating
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chitosan—polyethylene oxide network. Their results showed that the elastic properties increase with the
semi-interpenetration due to the presence of the polyethylene oxide physical network.

Jiang et al. [60] investigated the phase transition behaviour of water within the
chitosan/polyacrylate hydrogels with variation in temperature and frequency using oscillatory shear
rheology. The results indicated that the water phase transition which occurs with a decrease in
temperature has a significant influence on all the viscoelastic properties measured (shear storage
modulus, shear loss modulus and shear loss tangent). The changes of the viscoelastic properties were
found to be related to the mobility of water within the gels.

The preparation of thermogelling chitosan/glycerol-phosphate solutions by neutralising highly
deacetylated chitosan solutions up to physicological pH (~ 7.2) with B-glycerol phosphate was reported
by Chenite et al [61]. Rheological measurements demonstrated that the hydrogel formation by
subsequent heating of these solutions is quickly obtained. The study also showed the pH sensitivity of
the sol/gel transition temperature and the temperature dependence of the gelling time. Based upon the
observations obtained, multiple interactions between chitosan, glycerol phosphate and water were
suggested for the molecular mechanism of the gelation.

Salomé Machado et al. [62] reported the preparation and characterisation of collagen/chitosan
blends by rheological studies. A decrease of storage modulus, viscous loss modulus and apparent
viscosity (as a function of frequency) was observed with the addition of chitosan to collagen. It was also
found that collagen/chitosan blends present a more fluid-like viscoelastic behaviour than solid-like one.

The rheological properties of kaolin/chitosan aqueous dispersions were characterised by Bezerril
et al [63]. The kaolin/chitosan dispersions show a pseudo-plastic behaviour which increases at lower
shear rate. The increase in pseudo-plasticity was related to a higher occurrence of particle-polymer-
particle interactions stemming from the adsorption of chitosan macromolecules on the surface of kaolin
particles. The rheological behaviour of these dispersions could not be described by a simple power law.

The rheological properties of chitosan/xanthan hydrogels were studied by Marti'nez-Ruvalcaba
et al. [64]. Their results showed that chitosan/xanthan hydrogels behave like weak gels. An almost linear
increase in the shear modulus was observed with frequency in the range between 0.1-65 s™. It was also
found that other factors such as hydrogel concentration and nature of dispersion have a significant role
in the final structure and the final properties of the hydrogels. The viscoelastic properties of
chitosan/PVA hydrogel were investigated rheologically by Tang et al [65]. Their results indicated a
good mechanical strength of the gel.

Madrigal-Carballo et al. [66] determined the rheological behaviour of lecithin/chitosan vesicles
by means of shear stress against shear rate measurements. The results showed that chitosan can promote
the transition of planar sheets into closed structures such as vesicles. It was also found that this system
suggests a thixotropic behaviour. Chitosan solutions containing glycerol-2-phosphate were prepared
and analysed by Kempe et al [67]. Their rheological properties were studied using oscillating rheology
for characterising the micro-viscosity of the sol and gel systems. It was found that an amount of 6%
glycerol-2-phosphate is necessary to induce gel formation and that neither the gelation process nor the
chitosan/glycerol-2-phosphate proportion has an effect on the pH to a significant extent.

Wanchoo et al. [68] investigated the miscibility of chitosan blends with hydrophilic polymers:
chitosan/polyvinyl alcohol, chitosan/polyvinylpyrrolidone and chitosan/polyethylene oxide. Rheological
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data showed that rheograms of all the blends lie between those of pure components over the entire
compositional range, indicating that the miscibility of the blends may occur.

The rheology of chitosan/magnesium aluminum silicate (MAS) composite was reported by
Khunawattanakul et al [69]. The addition of MAS to chitosan dispersions leads to an increase in
viscosity and a change in flow type of chitosan from Newtonian to pseudo-plastic flow with thixotropic
properties. It was suggested that the change in the flow behaviour is due to the electrostatic interaction
between chitosan and MAS since they carry a positive and a negative charge respectively. Based on
these findings, it was concluded that the chitosan—-MAS composite dispersions can be applied as
suspending and gelling agents in pharmaceutical products.

The rheological study of chitosan/gelatin composite was investigated by Wang et al [70]. Their
results showed that the formation of a complex between chitosan and gelatin is mainly through
hydrogen bonds and that there is a close relation between the interactions of these two polymers in
solution and the mechanical properties of the films formed.

The preparation of chitosan ferrogels was reported by Herandez et al [71]. The method used
was the simultaneous co-precipitation of Fe ions in alkali media and chitosan. The reinforcement of the
chitosan ferrogels is achieved in the presence of magnetite nanoparticles, as evidenced by the increase in
the viscoelastic modulus measured.

Elhefian et al. [72] studied the rheological properties of solutions of chitosan/agar blends with
chitosan as the major component at temperatures from 40 to 55°C. A Newtonian behaviour was
demonstrated at all temperatures studied for the blend proportions of 100/0, 90/10, 80/20 and 70/30.
However, a shear-thinning behaviour was observed for the 60/40 and 50/50 proportions, which could
be attributed to the formation of a good interaction between chitosan and agar. All the blend solutions
were found to obey the Arrhenius equation. No significant difference in the apparent viscosity of any
blend solution was observed at all shearing times applied with exception of the 50/50 blend where a
decrease in the viscosity was observed with increasing shearing time. Different behaviours were
observed for the blend solutions when the period of storage was extended to three weeks.

Conclusions

Owing to the importance of rheology in several fields and products inclucing chitosan, this brief
review has attempted to describe the recent studies on the rheology of solutions of chitosan including
some of its cross-linked derivatives and a variety of its blends. It is anticipated that rheology will be an
indispensable tool for chitosan research in the future.
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Abstract: A non-identifier-based adaptive PI controller is designed using a gradient approach
to improve the performance of a control system when device aging and environmental factors
degrade the efficiency of the process. The design approach is based on the model reference
adaptive control technique. The controller drives the difference (error) between the process
response and desired model output to zero asymptotically at a rate constrained by the desired
characteristics of the model. The tuning rules are designed and justified for a non-linear process
with dominant dynamics of second order. The advantage of this method for tracking and
regulation compared to adaptive MIT control was validated in real time by conducting
experiments on a laboratory air flow control system using the dSPACE interface in the
SIMULINK software. The experimental results show that the process with adaptive PI
controller has better dynamic performance and robustness than that with traditional adaptive
MIT controller.
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Introduction

Traditional non-adaptive controllers are generally “good enough” for most industrial process
control applications. The ubiquitous proportional-integral derivative (PID) controller, or PID loop, is
especially cheap and easy to implement. The simplicity of the PID controller also makes it fairly easy
to understand and easy to diagnose [1]. A setpoint dependent or non-linear process can be particularly
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difficult to control with a fixed parameter controller since it reacts differently to the efforts of the
controller depending on the current value of the setpoint. To improve the control performance, Li et al.
[2] have applied the traditional PID, fuzzy PID, neural network PID, pole assignment method, optimal
control and adaptive control methods to control non-linear systems. Under some specified conditions,
these strategies prove to be effective. However, the above-mentioned control methods are within the
domain of model-based control, built upon the system’s mathematical model [3-5].

As most physical systems behave in a non-linear fashion, there exists a strong incentive to
develop non-linear controller design methods. The usual approach to control non-linear systems is to
linearise about an operating point the non-linear dynamics and apply proven linear control design
approaches. The linearised model is then verified and validated by exhaustive computer simulations
with the linear controller over a variety of initial conditions and disturbances. Such an approach is
practical for only a small range of operating conditions. Hence, to control non-linear systems, adaptive
controllers are designed. An adaptive controller adapts not only its output, but also its underlying
control strategy, providing adaptation mechanisms (adaptive laws) that adjust a controller for a
controlled system (plant) with parametric, structural or environmental uncertainties, to achieve a
desired system performance [6-7]. It can tune its own parameters or otherwise modify its own control
law so as to accommodate fundamental changes in the behaviour of the process. Thus the adaptive
controller can significantly improve the system behaviour [6, 8].

Although adaptive controllers improve responses of the non-linear systems and systems with
variable parameters, they are not yet used very often. The obvious reason is their complexity [9].
Considering the limitation of the above-mentioned control strategies, a model reference adaptive
control (MRAC) has been developed and implemented to control a non-linear system. The idea of the
MRAC is based on forcing the plant to follow the reference model, i.e. the adaptive controller has to
decrease the error vector between the reference model and plant to zero. This method of MRAC has
been implemented in the feedback loop to improve the performance of processes by many researchers
[e.g. 10-11]. In all this work the gradient method of adaptation technique based on the minimisation of
a chosen loss function (J) is applied. The MIT rule is the original approach to MRAC. The name MIT
is derived from the fact that the rule was first developed at the instrumentation laboratory at
Massachusetts Institute of Technology (MIT). Since MIT rule is used here for the adaptation of the
controller parameters, it can be called as Adaptive MIT (AMIT) controller. In the present work, an
auto-tuning of the proportional integral (PI) controller using MRAC concept is designed and
implemented for a non-linear air flow process using the dSPACE Real Time Interface (RTI) card
DS1104 (DS1104 — Digital Signal Processor used in dSPACE card). The DS1104 board of dSPACE
performs the real-time control application, which is designed by SIMULINK and transferred to the
board through Real-Time Workshop. The qualitative and quantitative improvement in the performance
of the proposed controller to the traditional adaptive MIT (AMIT) controller is examined and the
behaviour of this scheme is analysed.

However, a limitation of this gradient method of adaptation technique is that it is unsuitable for
a system that exhibits fast dynamics because the period between the consecutive parameter updates has
to be sufficiently long to ensure that all the system dynamics have enough time to contribute, directly
or indirectly, to the cost function.
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The rest of the paper is organised as the following: the non-linear air flow control system
available in our lab is first described, followed by the section that deals with adaptive control
algorithm. The real time implementation along with the results are presented in the last section before
the concluding remarks.

Laboratory Air Flow Control System

The process considered in this paper is a simple laboratory air flow process. This process is
non-linear but can show an acceptable range of linearisation. Air flow process can be modelled as a
second-order process whose dynamics depends on operating conditions. The piping and
instrumentation diagram (Figure 1) depicts the air flow process and its associated control system. The
controlled variable (air flow rate) through the process line is measured by the electronic differential
pressure flow transmitter (EDPFT). The sensor output is the feedback signal for closed-loop control
via DS1104 dSPACE. The controller consists of the hardware of dSPACE DS1104 board and the
software for the implementation of adaptive PI (API) control algorithm. The control algorithm runs in
the DS1104 board and the real system data can be monitored by the control desk software. The
connection scheme of air flow process is given in Figure 2a. Figure 2b provides the justification for

treating the air flow process as a non-linear process.

" 2
|
—>b | e [Ap =V F-———>—{ 7]
C
DS1104

Air Comy r
pressor AFR
DH

Figure 1. Piping and instrumentation diagram of laboratory air flow
control system

(V1 to V4 - Manifold valves; MV-1 to MV-3 - Manual control valves; PS - Power
Supply; M1 and M2 - Manometer connections; mA - Milliammeter; DH - De
humidifier; I/P — Current-to-pressure converter; AFR - Air filter regulator; PCV -
Pneumatic control valve; PRG - Pressure gauge; G-2 - Galvanised pipe for cold air

flow; EDPFT — Electronic differential pressure flow transmitter)
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Figure 2(a). Connection scheme of air flow process

(D/A - Digital to Analog Convertor; A/D - Analog to Digital Convertor;
I/V - Current to Voltage Convertor; V/I - Voltage to Current Convertor;
I/P - Current to Pressure Convertor ; FCE - Final Control Element)
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Figure 2(b). Characteristics of air
flow process
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Adaptive Control Algorithm

Most advanced control techniques for designing control systems are based on a good
understanding of the process and its environment. If quantitative knowledge of the process is not
available then the situation is usually called a “black-box” problem. In many cases the operator may
have some knowledge of the process but is not sure whether the knowledge is accurate or not. This is
usually called a “grey-box” problem. If quantitative knowledge of the process is available, a “white-
box model are to be dealt with.

Non-identifier-based adaptive control (NIAC)

A trade-off between the persistent excitation of signals for correct identification and steady
system response for control performance exists. Non-identifier-based adaptive PI controller avoids this
fundamental problem by not using any identification mechanism in the system [12]. The controller is
defined to possess knowledge about the order and minimum relative degree of the process. The
algorithm used in the controller updates its parameters based on the sole objective, viz. minimisation of
the loss function.
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The structure of the control system with non-identifier-based adaptive PI controller is shown in
Figure 3 [2]. This control system consists of a reference model, an adjustment mechanism and a
controller. The reference model describes the desired input/output dynamics of the closed loop. The
controller derives the control signal (U) so that the plant’s closed-loop characteristics from the
command signal Uc to the plant output (Y) is the same as the dynamics of the reference model. The
convergence of the modelling error to zero for any given Uc is assured when Y exactly follows the
output of the model (Yu).

Model

Adaptive Mechanism

UC v
Controller

y

Process >

Figure 3. Block schematic diagram of the system with adaptive control
(Uc - command signal; U - control signal; e - modelling error; Y -
process output; Yy - model output)

The modelling error e is given by equation (1):

e=Y-Y, Q)
The controller parameters are adjusted with the loss function J (0):
J(0)=1¢ (2)

To minimise J, the parameters can be changed in the direction of negative gradient of J. The rate of
change of controller parameters (6 ) with respect to time is defined by equation (3) where the

adaptation gain is defined by vy:

do dJ Oe

E=—7%:—7€% (3)
The following parameter adjustment mechanism, called MIT algorithm [6] and represented as in

equation (4), is used to control the laboratory air flow control system:

40 de
a __ % 4
a0 @

Adaptive MIT (AMIT) algorithm

Although the adaptive control can actually deal with black-, grey- and white-box problems, it is
more suitable for dealing with the grey-box one, since there is no need to apply a “no model” control
method when a process is clear and it is not a good idea to attack a black-box problem without
making the effort to understand the process. Based on a priori knowledge, the process is modelled as
second order. The transfer function of the laboratory air flow process after linearisation can be
represented by equation (5) as a function of Laplace transform (operator s, complex frequency
variable) [13]:
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Y K

e (%)

U s"+as+a,
where K, ajand a; are positive and are the process parameters. The AMIT control law is given by

U=6U.-06,Y (6)
The closed-loop transfer function related to the output and input with the AMIT controller in the loop
is given by equation (7) [14]:

Y _ Ko, Rl
U. s +as+(a,+K0,)
y Kb, U, 8)

s> +a,s+(a, +K6,)

where Uc is the command signal (reference input). The controller parameters (6,,0,) are updated by

the adaptation mechanism such that the process output follows the model output (equation (9)):
LIRS )
U. s +A4s+A4,

where Ky, A1 and A, are the reference model parameters. This model is introduced to match the

structure of equation (8) and also has the same rise time and settling time as that of the reference model

of adaptive PI controller [15]. The controller parameters are to be chosen as in equations (10) and (11)

so that the input-output relations of the system and the model are the same. This is called perfect model

following.
K
o=Ke (10)
As+ A —as—a
92: 1 ZK 1 2 (11)

To apply the AMIT controller, the sensitivity derivatives are obtained by calculating the partial
derivatives of modelling error with respect to the controller parameters 6, and 6,. The process

parameters K, a; and a; are not known. An approximation based on the observation
s’ +a,;s+(a, + KO,)=s" + As + A, is applied for perfect model following. Then,

K
de | U, (12)
00, \s”+As+4,
K
RO . S (13)
00, ST+ As+ A4,
Based on equations (12) and (13) the following equations are obtained for updating the controller
parameters 6, and 6,:
Y 1
0 =——e| ——|U
] s (s2+A]s+A2] ¢ (14)
' 1
0, Ve - Y (15)
s \ s +As+A4,

where y'=yK . By varying v, the tracking speed and thus the controller parameter convergence rate

are varied.
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Structure of AMIT reference model

The numerical values for the second-order reference model for equation (9) considered in this

work are given below:
Y, K, B o, 2.069

n

U, s +AstA s°+200, +@ s°+1.415565+2.069

The reference model for AMIT control is chosen with a damping ratio (8) of 0.7 and natural
frequency () of 1.4 to match with the dynamics of the reference model of adaption PI control.

Adaptive PI (API) control

It is common that most of the industrial and mechatronic control systems are based on PI and
PID controllers [1-2]. Even a slight modification in the design of PI controller can lead to large
improvement for the industries. PI controllers are simple and easy to implement; hence, one based on
MRAC using a gradient approach is designed and implemented in this work. The PI algorithm used in
the controller is given by equation (16):

U=K,(Ue-1)+2L U - 1) (16)
S

where Kp and K are the proportional and integral gains of the controller. Based on a priori knowledge
the process considered for control is represented by equation (5). The closed-loop transfer function

with PI controller is given by

Y KK s + KK, (17)
U. s’ +as’+(a,+KK,)s+KK,

The reference model to follow the dynamics, introduced to match the structure of equation
(17), is given by equation (18):

Y, as+ f3
U. § + A5+ 4,5+ A, (18)

where «, B, A1, A> and A5 are the reference model parameters. For perfect model matching,
s +as’ +(a, +KK,)s +KK,
=5+ A5’ + A5+ A,

(19)

Then, two approximate parameter-adaptation laws are derived by replacing 6 in equation (4)
with Kp and K. This results in equation (20) and (21) respectively:

v s
K,=——c¢e U.-Y
s (s3+A]s2+A2s+A3]( c=¥) (20)

K,:—Ze( : ](Uc—Y) 1)

s*+ As’+ As + A,
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where the original adaptation gain y is replaced by y’ (=K ). Thus, the controller parameters are
manipulated by the adaptation mechanism to match the response of the process with the dynamics of
the reference model. The performances of the designed AMIT and API controllers are observed by
implementing them on a non-linear process in real time.

Structure of the API reference model

Based on equation (18), the reference model for the adaptive PI controller is given below. It has
a damping factor of 0.7 and a natural frequency of 1. The remaining time constant is selected around
0.3 so that the dynamics is not much affected.

Y, _ os+f B 10s +10
U. S"+As>+A,s+4, s +114s> +155+10

Real-Time Experimentation

Experimentation work was carried out to demonstrate the tracking capability of the proposed
API and AMIT controllers using dSPACE. This system has the advantage of high computing power
and the possibility to download models realised in MATLAB/SIMULINK to the real-time hardware in
an automated way. In Figure 4(a) the air flow control system available in our laboratory is displayed.
The hardware set-up to control the chosen process using dSPACE is presented in Figure 4(b).

EDPFT
ORIFICE

FCH FROCESS LINE

Figure 4(a). Laboratory air flow control system Figure 4(b). Experimental set-up for real-time

implementation of adaptive controllers

A step change in the feed flow rate of 150 litres per minute (Ipm) was introduced (from 1025 to
1175 lpm) at 20 seconds and the responses of the process with API and AMIT controllers are presented
in Figures 5(a) and 5(b) respectively. The adaptation gain (y) was set as 5 and 10 for AMIT controller
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and API controller. Figure 5(a) shows the tracking response of the process (Y) towards the model
output (Yu). The process output settled 9.63 seconds (y=5) and 9.5 seconds (y=10) after the application
of servo disturbance. Figure 5(b) shows the tracking response of the process (Y) with AMIT controller
for the same servo change. The process settled to the desired flow rate of 1175 Ipm after 67 seconds of
the applied input change with controller’s adaptation gain of 10. With a decrease in the adaptation gain
(y=5), the process settled after 100 seconds for the same operating range. For the operating range of
1025 Ipm the process settled with adaptation gain 10, but did not settle with adaptation gain 5. These
responses reveal the need for proper selection of adaptation gain. The speed of response of the process
with API controller was higher when compared to that of the process with AMIT controller.

1600 1600

E —

émnn 5:1 i ;Eb,_

51200 o = : |l B 1200 » 4 M"ﬁ

Z 1000 !'*‘-‘- g‘ EJ ,_4' ﬁ ===

] bk S 1000 I

E 200 E 200 ﬁkﬂ

& 600 ; ; 600

0 a0 . 100 150 200 i 50 100 150 200
Tiwe ( sec) Time (sec)

Figure 5(a). Process and model trajectories with Figure 5(b). Process and model trajectories with
API controller AMIT controller
——————— Reference model output ----——- Reference model output
——————— Process output (API-y =5) ------- Process output (AMIT-y =10)
——————— Process output (API-y =10) ------- Process output (AMIT- y =5)

Various performance criteria of the system for the flow range of 1025 to 1175 lpm were
observed and tabulated (Table 1). The speed of response of the process with API controller was 10
times more than that of the process with AMIT controller with the same adaptation gain (y=5). The
modelling error variation and the overshoot/undershoot of the process were 40% more with AMIT
controller when the command signal changed from 1025 to 1175 lpm. In the decreasing range (1175-
1025 lpm) there was no such significant change in the overshoot and undershoot.

Table 1. Performance criteria comparison for flow range of 1025-1175 lpm

Flow rate (1025 — | Adaptation | Increasing flow rate | Decreasing flow rate
1175 Ipm) gain (1025-1175 Ipm) (1175-1025 Ipm)
AMIT API AMIT API
Ts (sec) 5 100.00 9.6300 - 10.7000
10 67.370 9.5000 | 53.3800 | 10.2000
os / us (Ipm) 5 367.8200 | 235.4700 | 360.2500 | 337.5000
10 313.0000 | 232.4700 | 358.2500 | 337.0000
Ae (Ipm) 5 -0.0700 -0.0300 0.0576 0.0300
10 -0.0650 -0.0295 0.0557 0.0295
Amv (volt) 5 0.0642 0.0505 0.0643 0.0527
10 0.0624 0.0500 0.0625 0.0524
NG/ AK , 5 0.0001 0.3652 0.0001 0.0001
10 0.0001 0.3650 0.0001 0.0001
AG, | 5 0.0148 0.5308 0.0136 0.0136
10 0.0149 0.7310 0.0138 0.0134
AK,

Note: Amv - change in manipulated variable; T - settling time; os/us -
overshoot/undershoot
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The servo and regulatory response of the process in the flow range of 575-725 lpm with AMIT
controller (adaptation gain 5 and 10) is shown in Figures 6(a) and 6(b) respectively. The load
disturbance was provided by manipulating the position of the manual valve MV-1 (Figure 1). The
reference input signal was a square wave with amplitude of 150 Ipm. When the air flow rate was 575
Ipm, the manual valve MV-1 was opened at 90 seconds to bypass more air, thus disturbing the process
flow rate (Figures 6(a)). Once the disturbance was rejected the MV-1 was brought back to its original
position. At 725 Ipm the regulatory disturbance was applied by opening the manual valve MV-1 at 190
seconds (Figures 6(a)).

750 750
P it
2 Trr-rqm
700 !

\ \
s |

o S0 100 150 200 250 200 350 0 a0 400 150 200 250 =00 350
Time(sec) Time { sec)

Flowrate(Lpm)
o
o
o

Flow rate {Lpm)
m
th
a

Figure 6(a). Servo and regulatory response of the Figure 6(b). Servo and regulatory response of the
process with AMIT controller (y=5) process with AMIT controller (y=10)

""" Response of the model ----- Response of the model

——————— Response of the process - Response of the process

Initially the flow rate was at 725 lpm (Figure 6(a)). Then at 54 seconds the flow rate was
changed to 575 lpm. The servo and regulatory response of the process presents improvement in
tracking the set point and rejection of disturbance by increasing the adaptation gain from 5 to 10
(Figure (6(b)). For this decrease in flow rate the AMIT controller took action such that the adaptation
of the controller parameter, 061, decreased and 02 increased (Figures 7(a) and 7(b)) to track the
reference signal. To reject the regulatory disturbance, MRAC took action and the process was brought
back to its nominal operating condition as shown in Figure 6(a) and 6(b).

o Epelsec) . os ; Time (seck o
é oz ng é é
_-01::.&3 R : s e °
Figure 7(a). Adaptation of AMIT Figure 7(b). Adaptation of AMIT
controller parameters (y=5) controller parameters (y=10)

The response of the controlled system with API controller for adaptation gain of 5 and 10 is
presented in Figures 8(a) and 8(b) respectively. The process was disturbed suddenly by rotating the
manual valve MV-1 half turn counterclockwise at 105 seconds when the flow rate was 725 lpm and at
160 seconds when the flow range was 575 Ipm (Figure 8(a)).
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Figure 8(a). Servo and regulatory response Figure 8(b). Servo and regulatory response
of the process with API controller (y=5) of the process with API controller (y=10)
..... Response of the model ----- Response of the model

——————— Response of the process ------- Response of the process

The adaptation of the controller parameters for servo and regulatory changes are displayed in
Figures 9(a) and 9(b). At the instant the servo changes or the regulatory disturbs the process, the
adaptation of the controller parameters starts. After the flow rate settles to the desired value, the
adaptation of the controller parameters vanishes and the controller operates with constant parameters.
Tables 2 and 3 present the performance of the control systems with proposed AMIT and API
controllers for the flow range of 575-725 lpm. Based on the quantitative data from Table 2 one can
infer that the parameters such as settling time (Ts), change in manipulated variable (Amv) and variation
in controller parameters (A6, / AK, ,A60, / AK,) are lower when adaptation gain is set to 10 compared
to when it is set to 5 for servo and regulatory changes. Further, the controller parameter also converges
at a faster rate with less manipulation in the controller output with y=10.
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Figure 9(b). Adaptation of API

Figure 9(a). Adaptation of API controller parameters (y=10)

controller parameters (y=5)

Table 2. Performance comparison of the control systems

Flow rate | Parameter | Adaptation Increasing flow Decreasing flow

gain rate (575-725 lpm) | rate (575-725 Ipm)
AMIT API AMIT API

575-725 Ts (sec) 5 0.107 0.079 0.125 0.107
Ipm 10 0.079 0.072 0.075 0.071
(both servo | Amv (volt) 5 0.057 | 0.0510 0.054 0.0380
and 10 0.048 | 0.0060 0.052 0.0180
regulatory) A6O/AKp 5 0.184 | 0.0090 0.135 0.0090
10 0.167 | 0.0030 0.146 0.0250
AO, I AK; 5 0.140 | 0.0120 0.150 0.0020
10 0.136 | 0.0530 0.175 0.0030

Note: Ts - settling time; Amv - change in manipulated variable
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The performance comparison of the chosen process for load disturbance alone is presented in

Table 3. For the load disturbance, the overshoot or undershoot (os/us) of the process is greater for

AMIT controller and this is also the case for controller with adaptation gain 5. The speed of response

of API controller is greater with minimal overshoot and undershoot. The load is applied by changing
the position of the manual valve MV-1. It is applied and withdrawn for 575-Ipm flow whereas for 725-
Ipm flow the MV-1 position is changed and is not brought back to its original position. The time
integral performance criteria (integral square error (ISE), integral absolute error (IAE) and integral of
time-weighted absolute error (ITAE) values) of the NIAC system under study are analysed in Table 4.

Table 3. Performance comparison of the systems with report to load disturbance

Flow Parameter | Adaptation Increasing flow Decreasing flow rate
rate gain rate (575-725 lpm) (575-725 lpm)
AMIT API AMIT API
575-725 Ts (sec) 5 179.600 | 120.7000 469.2000 447.600
Ipm 10 144.200 | 113.5000 370.8000 279.900
os/ 5 16.840 9.5800 13.12/13.28 | 12.91/11.4
§ggjgatory) us (Ipm) 10 16.600 | 7.0200 | 9.41/9.96 | 7.71/5.64
Amv (volt) 5 0.026 0.0260 0.031 0.0260
10 0.078 0.0060 0.018 0.0410
A6/ AK p 5 0.038 0.0009 0.062 0.0002
10 0.049 0.0030 0.011/0.04 0.0040
AG, [ AK, 5 0.040 0.0010 0.060 0.0020
10 0.049 0.0010 0.040 0.0010

Note: T; - settling time; os/us - overshoot/undershoot; Amv - change in manipulated variable

Table 4. Comparison of time integral performance criteria of the systems

Flow rate Adaptation ISE IAE ITAE
gai AMIT API AMIT API AMIT API
Both servo and 5 0.5368¢> 0.1461¢> | 0.02317¢" | 0.1209¢> 9.1780 -0.4788
regulatory
(575-725 1pm)
10 0.7455¢* 0.1023¢” | 0.8634¢” | 0.1012¢2 -0.5421 -0.4007
Rei}gﬁfry 5 613.4000 18.3300 42.8100 247700 | 8990.0000 -3512.0000
(575 Ipm) 10 2048.0000 93.8900 45.2500 9.6900 |  9729.0000 -1541.0000
Rei}gﬁfry 5 40050.0000 | 25190.0000 | 200.1000 | 158.7000 | 352200.0000 25620.0000
251
(725 Ipm) 10 5774.0000 | 5052.0000 75.9900 71.0800 | 164200.0000 9498.00000

The practical results presented reveal the dynamic character of the applied strategy. The
comparative study indicates that the performance of the process with API controller is better than that
with AMIT controller. The performance analysis based on the above-mentioned criteria for regulatory
response alone also reveals that the API controller outperforms the AMIT controller.
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Conclusions

The automatic tuning of PI controller has been investigated using MRAC concept and AMIT
rule. Simple adaptation laws for the controller parameters are presented for a second-order process
with third-order reference model. Furthermore, when the technique is applied to a non-linear
laboratory air flow process, the overall system performance with adaptive PI is observed to have better
tracking and disturbance rejection than that of the system with AMIT controller. From the plots, it is
clear that the transient performance in terms of tracking error and control signal has been significantly
improved by the API controller. Its adaptation gain variations are negligible when compared to the
AMIT controller. Due to this, the adaptation of the controller parameters vanishes at a faster rate for
API controller. The resulting performance could be improved by a better choice of the adaptation gain.
Thus, the API controller supports the process to track the desired model response at a faster rate with
less control effort.

A major setback in the AMIT rule is the speed of adaptation, and second, the AMIT rule does
not guarantee the stability of the nominal system. The Lyapunov approach can be used to provide
guaranteed nominal stability.

A further limitation of the approach is the assumption of the structure for the nominal system.
In this paper a second-order model is used and may be simple for many applications. A more flexible
nominal model could be used at the expense of more complicated adaptation laws.
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Abstract: It is well known that images, often used in a variety of computer and other
scientific and engineering applications, are difficult to store and transmit due to their sizes.
One possible solution to overcome this problem is to use an efficient digital image
compression technique where an image is viewed as a matrix and then the operations are
performed on the matrix. All the contemporary digital image compression systems use
various mathematical transforms for compression. The compression performance is closely
related to the performance by these mathematical transforms in terms of energy
compaction and spatial frequency isolation by exploiting inter-pixel redundancies present
in the image data. Through this paper, a comprehensive literature survey has been carried
out and the pros and cons of various transform-based image compression models have
also been discussed.

Keywords: image transforms, compression, entropy, coding gain, truncation error,
quantisation error

Introduction

All practical-purpose images are a collection of some structured data generating some degree of
correlation between neighbouring pixels. Correlation is closely related to redundancy which is known as
inter-pixel redundancy. It requires a reversible transform to remove the inter-pixel redundancy by
decorrelating the image in a more compact manner [1-2]. Thus any image having the correlated pixels
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can be compressed using transform coding methods where the transform coefficients are highly
decorrelated. An image transform can achieve a compression if the numbers of non-zero transform
coefficients are smaller on average than the original pixels or data points. After quantisation of the
transform coefficients lossy compression can be achieved [3]. An image transform aiming for
compression should follow two properties : (a) inter-pixel redundancy minimisation; and (b) spatial
frequency isolation.

In digital images the spatial frequencies are important as the low-frequency components
correspond to important image features and the high-frequency ones to image details. High frequencies
are a less important part of the images and can be quantised more heavily than low frequency
coefficients to achieve low-bit rates. Also, the image transforms should be fast and simple giving a
choice for linear transformations [3-9].

A linear transformation matrix [W], whose transpose [W]T will rotate the data matrix X to

produce a diagonal covariance matrix for the transformed variableY where X =[x,x,,x;,........ ,xN]Tis

a vector having N pixel or data points. Then,

Y=(w1'X (1)

Each column vector w, of [W]is a basis vector of new space. So alternatively each element y,of Y is

calculated as

y,=w'X (2)
For simple rotation with no scaling, the matrix [W] must be orthogonal, that is
Yy wl=1=wiwy 3)

where [ is the identity matrix. This means the column vectors of matrix [W] are mutually orthogonal

and are of unit norm. From equation (3) it is clear that the inverse of an orthogonal matrix is simply its
transpose :

w1 = 4)
The inverse transformation is calculated as
X =Wy )

The total energy after transformation is given as follows:
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7 =17y
=(7 x) (77 X)
=X'WwT x
= |

(6)

where | X ||2 is the norm of vector X , defined as follows:

[XI=vx"x = > (7)

Factors Affecting the Performance of Image Transforms Used for Compression

There are several factors such as entropy, coding gain, quantisation error, truncation error and
block size which affect the compression performance of transform-based image compression systems
[10].

Entropy

Entropy is a useful means of determining the performance of compression [7-8] and theoretically
gives a lower bound on the average number of bits required for encoding without introducing error
[10]. The probability of any real-value sample may be zero, causing discrete entropy to be undefined.
To cure the problem of undefined discrete entropy, the differential entropy is used as generalised
measure for the distribution of information. The differential entropy is given as follows [7]:

h(x) = —j p(s)log[ p(s)lds (®)

where 4(x),s and p(s) are the entropy, samples of a sample space x and probability of samples

respectively. For simple distribution such as Gaussian, Uniform and Laplacian, the differential entropy is
given as follows:

h(x) = %log(aj +k) 9)

where o is the variance of random variable and k is the constant which depends on the data or

random-variable distribution.

From equations (8) and (9) it is evident that the image transformation should minimise the sum
of differential entropy or the product of variances of the coefficients due to logarithmic terms [8]. The
total energy is preserved after transformation due to orthonormality, hence the fixed sum of the
coefficient variance [7, 10].
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Coding gain

Coding gain is a measure of the compression efficiency of transformation and is given as follows
[9-10]:

1
N i
w (ﬁo-z ]]/N (10)

where the numerator is the algebraic mean of variances which is transform-independent and the
denominator is the geometric mean of variances and is transform-dependent. For any arbitrary signal or
data, all the variances are almost equal giving a coding gain of 1. For a given energy signal, minimising
the product of variances maximises the coding gain and minimises the lower bound on the number of
bits required [10, 12].

Quantisation

Quantisation error also plays a very important role in the compression system and should be very
low after transformation. Let Y be a set of quantised coefficients for a block of data. The reconstructed
data is then given as:

X =Y (11)

The square error for such block of data is given as follows:

=(X- X) (% -x)
([W]Y Y (w17 -y
~(7=r) o7 -v)

~(7=y) (7]

2

= =|y-Y

(12)

From equation (12), it is clearly visible that for any linear orthogonal transformation having orthonormal
vectors, the squared error on reconstruction is the same as that of the coefficients [10].

Truncation error

Another method of reducing the data is to remove some transformed coefficients completely
leaving only M out of N coefficients. The truncation error is given in equation (13):
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1Y 2
_NELZy ) ;H(y 0)}
_1
_NEL +lylj|
:>E(e2)— Za (13)

where E, y,,  and o] are expected and original values of transformed coefficients, quantised

transform coefficients and variances of the transformed coefficients respectively.
If the variances for the truncated coefficients are smaller and smaller, then the truncation error
can be minimised [1, 4, 11].

Block size

The linear orthogonal transforms having orthonormal vectors are applied on some block of data
to be transformed. The larger the block size is, the greater the decorrelation becomes, hence the greater
coding gain [5, 7]. The number of arithmetic operations increases linearly as the block size increases,
hence the complexity. Also, the block-based image transform reduces the inter-pixel redundancy among
the pixels or data points within the block, leaving no assurance to remove the inter-block redundancy
[9, 13].

Types of Image Transforms Used for Compression

Karhunen-Loeve transform and image compression

The Karhunen-Loeve transform (KLT) is a linearly reversible, orthogonal transformation which
accomplishes the removal of redundancy by decorrelating the data block elements and is defined by
Eigen values of covariance matrix [14]. Hotelling in 1933 [9] developed a method of principal
components for removing the correlation from discrete random variable. A continuous version of
Hotelling’s transform was developed by Karhunen and Loeve in 1960°s [15]. KLT is also known as
Hotelling Transform or PCA (principal component analysis) [15-16]. The covariance matrix of an

arbitrary data block is real and symmetric so the real Eigen values and corresponding Eigen vectors can
be found easily. The diagonal covariance matrix [C], of a transformed variable Y is given as:

2,
0

[C]y = (14)

o o O

e}

e}

=
2@



240
Maejo Int. J. Sci. Technol. 2010, 4(02), 235-249

where A, 4,....... Ay are variances of transformed data Y . The diagonal matrix can be calculated from

the original covariance matrix [C], as follows:

[C], =E[YY"]
ZE[([W]T x)(wY X”
= ] ()]
(€1, =" J[c], [7] (15)
The column vector of ¥ are found as
[C]ywi = Aw, (16)

where A, and w, are Eigen value and Eigen vector pairs fori=1,2,3....... N . The orthonormal Eigen

vectors are found by using Gram-Schmidt orthonormalisation process [10]. KLT minimises the
geometric mean of the variance of transform coefficients, thus providing largest coding gain [17]. The
basis vectors of KL T are calculated from the original image pixels and are therefore data-dependent. In
practical applications these vectors should also be included in the compressed bit streams, making this
transform less ideal for practical applications of image compression [12, 18].

Discrete cosine transform and image compression

Discrete cosine transform (DCT) [19] is very important for compression. DCT is a discrete time
version of Fourier-cosine series and can be computed with fast-Fourier-transform-like algorithms.
Unlike discrete Fourier transform, DCT is a real value and provides a better approximation of a signal
with fewer transform coefficients [20].

The DCT of a discrete signal X is given as

Y(f)= \/%cff)((t)cos {%} (17.a)
c L =0
NI (17.b)
=1 :f#0 f=123....N-1
= Y =[Y(0),Y(D),.....Y (N=1)] (17.c)

where ¢, f, N and Y(0) are time, frequency, number of points and DC coefficient respectively.
Y(b,........ to Y(N—1) are the AC coefficients and frequency increases as we go
fromY(),........ to Y(N —1). The inverse DCT transform is given as
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X(@)= %ECJY(f)Cos {M}

2N (17.d)

where ¢ =0,1,2,........ N-1and C, is the j™ component in frequency domain for j=0,1,...N-1, which is

similar to C, in time domain. The 2-dimensional discrete cosine transform (2D-DCT) and 2-dimensional

inverse discrete cosine transform (2D-IDCT) for M x N matrix are given in equations (18.a) and (18.b)
respectively:

2 CI.CJEMZ_‘:X()C, y)Cos {W}Cos {%} (18.a)

where 0<i<N-1;0< j <M —1and Y(0,0) is DC coefficient and Y (i, /) : (i # j ) # 0 are AC coefficients.

X(x,y) = —2r 'N_] Af CCY (. j)Co{(zy ;A? Jn }Cos {(Zx;];) ﬂ (18.b)

where 0<i<N-land 0<j <M —1.

The DCT has as good energy compaction as KLT [12]. The advantage of DCT over KLT is that
the former uses a fixed basis which is independent of data or signal. Also, DCT is a block-based
transform so performance and complexity is compromised with the block size [19-20].

Discrete sine transform and image compression

Discrete sine transform (DST) is a complementary transform of DCT. DCT is an approximation
of KLT for large correlation coefficients whereas DST performs close to optimum KLT in terms of
energy compaction for small correlation coefficients. DST is used as low-rate image and audio coding
and in compression applications [21-22].

Discrete Walsh-Hadamard transform and image compression

The discrete Wlash-Hadamard transform (DWHT) is the simplest transform to be implemented
for any application and is a rearrangement of discrete Hadamard transform matrix [23]. The amount of
energy compaction efficiency of DWHT is poorer than that of DCT or KLT so it does not have a
potential to be used for data compression [12, 23].

Discrete wavelet transform and image compression

All the linear orthogonal transformations, i.e. KLT, DST and DCT, are blocked transformations
which remove the correlation among the pixels or data points inside the block. These transforms do not
take care of correlation across the block boundaries [24]. The blocking artifacts are dominating at low
bit rates. The blocking effect can be reduced by Lapped orthogonal transforms (LOT) but at the cost of
increased computational complexity [25]. A wavelet transform does not require blocking of signal or
data points before transformation, resulting in removal of blocking artifacts even at very low bit rates.
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Also, wavelet-based subband coding is robust under decoding error and has a good compatibility with
human visual system [26]. There are several ways to decompose a signal into various subbands using
the wavelet transform, such as octave, adaptive and packet decompositions [27-29]. The octave
decomposition is the most used decomposition technique, which non-uniformly splits the bands,
rendering the lower frequency part narrower and narrower while leaving out any further decomposition
of higher frequency coefficients. Figures 1-3 show a 1-level 2D-wavelet transform (DWT) [29]. Over
the past few years many improvements of wavelet-based coding have been developed such as EZW,
SPIHT, EBCOT, EPWIC, SFQ, CREW, SR, second generation wavelet coding, wavelet packet image
coding, wavelet packet with VQ, and integer wavelet transform coding [30-40].
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Figure 1. 1-Level 2D-wavelet decomposition: A(x) and fz(x) are horizontal low pass and high pass

filter functions whereas #A(y) and A(y) are vertical low pass and high pass filter functions
respectively; f,(x,y)and f,(x,y) are horizontal low pass and high pass wavelet coefficients
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Figure 3. Spectral decomposition and ordering of wavelet coefficients: L and H are the low pass and
high pass wavelet transformed coefficients respectively.

Fractional discrete transform and image compression

In 1929 Wiener [41] introduced a concept of fractional transforms, which led to the
development of fractional Fourier transform (FrFT) first developed in 1980 [42]. Almeida [43] explored
the time-frequency localisation property and provided a possible application of FrFT in image
compression. In the case of fractional transform, one extra free parameter is also there besides time and
frequency. In 2000 Gerek and Erden proposed a discrete fractional cosine transform by taking an
advantage of the relation between DCT and DFT [44], which was similar to the method of finding
DFrFT by Ozaktas et al. in 1996 [45]. In 2005 Singh and Saxena [46] explored the possible application
of DFrCT and DFrFT in image compression. The compression performance of fractional transforms
depends on the value of free parameter. However, any direct relation between free parameter and
compression performance has not been reported. Hence, it is impractical to optimise the free parameter,
which results in a recursive and a very slow process for image compression.

Directional discrete transform and image compression

All the transforms as discussed above are 2D transforms implemented by using 1D separable
architectures and are not suitable to preserve the image features with arbitrary orientation that is neither
vertical nor horizontal [47]. In these cases, they result in large-magnitude high-frequency coefficients.
At low bit rates, the quantisation noise from these coefficients is clearly visible, in particular causing
annoying Gibbs artifacts at image edges with arbitrary directions. Some work on wavelet and subband
transform to incorporate directional information into transforms has been reported. The lifting structure
developed by Sweldens provides a good way to incorporate directional information into the wavelet
transform [47-49]. Zeng and Fu [50] are the first authors to propose how to incorporate directional
information into DCT. Their directional DCT is motivated by SA-DCT (shape-adaptive DCT). Hao et
al. [51] proposed a lifting-based directional DCT-like transform for image coding and used it for image
compression. The main problem with directional transforms is the selection of optimum direction.
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Singular-value decomposition and image compression

Image transform is a very important part of image compression. The optimum transform coder
which minimises the mean square distortion of the reproduced data for a given bit rate is the KLT [9].
Other transforms investigated for image or picture compression include DCT, piecewise Fourier
Transform, slant transform, linear transform with block quantisation and Hadamard transform [53-57].
Though the energy compaction efficiency of the KLT is very suitable for compression, it is not used in
real applications due to its computational complexity [53, 59-60]. Singular-value decomposition-based
transformation has an optimal energy-compaction property making it the most appropriate for
compression in spite of computation complexity [61]. In the case of singular-value decomposition
(SVD) the singular values are image-dependent and must therefore be coded with the associated
singular vectors as side information [62]. The optimal energy compaction property was exploited and
utilised by McGoldrick et al. [62] and Yang and Lu [63]. McGoldrick et al. calculated singular values as
well as singular vectors and the latter were coded by variable-rate vector quantiser. JPEG image coder
based on DCT was superior to SVD-based method. Yang and Lu also used SVD in conjunction with
vector quantisation giving a superior method by reducing the computational complexity to that of DCT-
based method. However, with the application of fast DCT algorithm, this was not a preferred technique
[64]. Waldemar and Ramstad [65-66] proposed hybrid KLT-SVD image compression using transform
adaptation technique exploiting the local variation of images. This hybrid method was better than KLT-
based methods in terms of energy compaction but could not be sustained due to a large number of
vectors to be coded. In 2000 Chen [67] used rank approximation method for SVD-based lossy image
compression. In rank approximation for SVD-based image compression an image of size N xN was
transformed by SVD to obtain matrices Upyyy, Syvv and Vi, where Sis a diagonal N x N matrix
whose number of non-zero diagonal elements determines the rank “k” of the original matrix where
k < N . In this method a smaller rank is used to approximate the original image. The total storage space
required to restore the original approximated image is 2Nk + k, where k < N. In order to achieve the
goal of compression, used rank should be as follows:

< NxN
_(1+2N) (19)

So by rank approximation method there is a restriction on reconstructed image quality for
compressed image. Arnold and Mclnnes in 2000 [68] reported block-based adaptive rank
approximation method similar to most of the popular image compression methods, to exploit the uneven
complexity and correlation of image. The work reported by them was based on singular-value
distribution of different subblocks in which higher ranks were used for complex subbands. Also, for the
same storage space, smaller block sizes of subblocks produced better results [68-69]. Arnold and
Mclnnes further reduced rank of the blocks by rank-one update, in which the respective mean was
subtracted from all the elements of the blocks and then SVD and adaptive rank approximation was
used. Dapena and Ahalt [69] and Wongsawat et al. [70] reported hybrid DCT-SVD and modified hybrid
DCT-SVD image coding algorithms in 2002 and 2004 respectively. Both methods were based on an
adaptive selection of block transforms to be used on the basis of complexity and correlation of different
blocks. For high correlation, SVD was used while for the rest, DWT was used. In 2003 a hybrid DWT-
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SVD-based image coding, which is also a block-based method, was reported by Ochoa and Rao [71-
72], who used a criterion of threshold standard deviation for all blocks of Y component to determine
whether DWT or SVD has to be used for any particular block. If standard deviation is high, rank-one
update is used for that block, otherwise DWT method is used. Ochoa and Rao further extended this
method for colour image compression also [73-74]. In 2007 Ranade et al. [75] proposed a modified
SVD image compression based on SSVD (shuffled SVD). In this work the block-based shuffling
operator was used to get subblocks. The performance of SSVD was shown to be better than SVD in
terms of space for the same quality but involved more complex operations. Also, the performance was
not even near to DCT-based coding systems. Aase et al. [76] gave a critique on SVD-based image
compression and pointed out the major drawback of using lossless SVD transform for image
compression. According to them, the singular vectors along with the singular values are stored for
lossless reconstruction, which requires 2(1 +1/N ) times more space for N x N image.

Conclusions

On the basis of the above discussion it can be concluded that any image transform applied for
image compression will have minimum entropy, maximum coding gain, minimum quantisation error,
minimum truncation error, and moderate block size. Although the KLT shows highest energy
compaction, it is a very complex transform and usually takes unfeasible time delay during the
transformation. DCT shows as good performance as KLT though the advantage of DCT over KLT is
that the former employs fixed basis which is independent of data or signal. Also, DCT is a block-based
transform so performance and complexity is compromised with the block size. Another advantage of
DCT is its blocking effect for low bit rate applications. DST is also a block-based transform and can be
used only for the image or data which have very small correlation. DWHT is very simple to implement
but has a very poor performance in terms of energy compaction efficiency. The compaction efficiency of
DWT is not very good compared to that of DCT but it can provide a satisfactory performance for the
entire range of bit rates. The blocking effect as shown in DCT is removed in the case of DWT as it is a
global transform and not the block-based transform. The compression performance of fractional
transforms depends on the value of free parameter and it is impractical to optimise the free parameter
due to a recursive and very slow process, which is not favourable for compression. Directional discrete
transforms are used at low bit rates when the quantisation noise from the transform coefficients is
clearly visible, in particular causing Gibbs artifacts at the image edges with arbitrary directions. The
optimisation of direction makes it unsuitable for compression. SVD transform has an optimum energy
compaction property but needs the requirement of more storage space for lossless compression and has
a high level of complexity if it is used globally.
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Abstract: The effects of thermochemical pretreatment on the sludge biodegradability were
examined. Two types of tests were conducted: aerobic biodegradation and denitrification
using thermochemically pretreated sludge as carbon source. In the aerobic biodegradation
tests, the biodegradation efficiency for the sludge pretreated at 60, 70, 80 and 90°C (pH 11)
was 1.4-2.2 times higher than that for the untreated sludge. The biodegradation efficiency for
the supernatant was also about 1.9 times higher than that for the particulates. The
biodegradation enhancement for the thermochemically pretreated sludge was demonstrated in
denitrification tests. The supernatant showed its potential as a carbon source for the
denitrification process.

Keywords: wastewater treatment, sludge, thermochemical pretreatment, biodegradability,
denitrification

Introduction

Sludge disintegration has been commonly practiced as a pretreatment for sludge digestion [1].
Pretreatment destroys cell walls leading to the solubilisation of extracellular and intracellular materials
into the aqueous phase [2]. With pretreatment, not only hydrolysis is accelerated 