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Abstract: This study proposes a retinopathy prediction system based on data mining, particularly association rules using Apriori algorithm, and case-based reasoning. The association rules are used to analyse patterns in the data set and to calculate retinopathy probability whereas case-based reasoning is used to retrieve similar cases. This paper discusses the proposed system. It is believed that great improvements can be provided to medical practitioners and also to diabetics with the implementation of this system.
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INTRODUCTION

Diabetes is a major chronic metabolic disorder which is characterised by persistent hyperglycaemia (elevated blood glucose). It has been estimated that the total number of people in the world with diabetes will rise from 171 million in 2000 to 366 million in 2030 [1]. With a growing number of people diagnosed with diabetes, Malaysia is also experiencing the same phenomenon, as prevalence of the disease stands at 14.9% of adult population. It has been reported that one in six adult Malaysians above 30 years of age have diabetes. Interestingly, the World Health Organisation (WHO) has projected that Malaysia will have a total of 2.48 million people with diabetes by 2030 [2].

Diabetics are prone to develop various complications, especially when the disease is not well controlled. The major complications are generally categorised as micro-vascular (diabetic
nephropathy, retinopathy and neuropathy) and macro-vascular (coronary artery disease, stroke and peripheral arterial disease) [3]. Diabetic retinopathy (DR) or simply retinopathy is one of the most common micro-vascular complications of diabetes. It is a sight threatening complication that affects the retina and is a leading cause of blindness among the working age population [4]. According to WHO, approximately 4.8% of cases of blindness globally are due to retinopathy [5]. A study conducted at the Ophthalmology Clinic, Medical Centre, University of Malaya showed the overall prevalence of retinopathy to be 51.6% [6], which was higher than the previous prevalence rate of 48.6% reported from University Sains Malaysia Hospital in 1996 [7]. The severity of retinopathy can be categorised into five levels: no-DR, mild non-proliferative diabetic retinopathy (NPDR), moderate NPDR, severe NPDR and proliferative diabetic retinopathy (PDR) [8]. In 2007, the National Eye Database in Malaysia reported that 36.8% of 10,856 registered diabetic patients were inflicted with at least one of these severity levels [9].

Diabetes and its complications are becoming increasingly prevalent worldwide and they impose a heavy burden on the health system in any country. In Malaysia about 14.5 billion MYR (USD 4.75 billion) was estimated for 60,000 diabetic patients per year that were registered with the Ministry of Health [10]. Current methods of detecting, screening and monitoring retinopathy are based on subjective human evaluation, which is slow and time-consuming. The high prevalence and severity of retinopathy suggests the need for a screening programme that can recognise it as early as possible. Early detection becomes more important since retinopathy can be asymptomatic even in its more advanced stages. Medical guidelines suggest that Type 2 diabetics should have a comprehensive eye examination shortly after the diagnosis as retinopathy is often already present then [11]. This paper aims to propose a prediction system for retinopathy among diabetic patients. The system is mainly intended for the physicians as it is expected to simplify their decision-making process.

LITERATURE REVIEW

The majority of work involving retinopathy were related to improving algorithms to perform image processing in order to diagnose retinopathy. The current retinopathy diagnostic method involves the use of seven-field stereo fundus photography reviewed by a trained reader. Research has shown that combining fundus photography and computer algorithms improves diagnostic performance. For example, Sanchez et al. [12] came up with an automatic image processing algorithm to detect hard exudates (bright lipids leaked from a blood vessel) based on Fisher’s linear discriminant analysis. Hann et al. [13] developed a computer-vision method of isolating and detecting two of the most common retinopathy dysfunctions, i.e. dot haemorrhages and exudates, using specific colour channels and segmentation methods to separate these retinopathy manifestations from physiological features in the digital fundus images. Other studies related to enhancing algorithms for detecting retinopathy were done using artificial neural network method [14], computer-based classification methods [15], and rule-based classifiers [16], among others.

As for prediction, most work in the literature focused on determining significant predictors of retinopathy in a diabetic patient. Statistical tests were found to be commonly used for this purpose. For instance, Semeraro et al. [17] used various statistical measures such as Kaplan-Meier method to
generate univariate survival curves, which were then compared among themselves using the logrank test, U-statistics, regression analysis and Cox analysis, among others, to identify patients who are at a higher risk for retinopathy. Their results showed that the duration of diabetes, glycosylated hemoglobin, systolic blood pressure, gender (male), albuminuria and diabetes therapy were significantly associated with the occurrence of retinopathy. Similar work was carried out by Cho et al. [18] who assessed the diagnostic efficacy of macular and peripapillary retinal thickness measurements for the staging of retinopathy and the prediction of its progression.

Another study that focused on determining retinopathy predictors was conducted in Taiwan. Chan et al. [19] compared the performance of two data-mining methods, namely C5.0 and neural network, in identifying key predictors for diabetic retinopathy, nephropathy and neuropathy. In the C5.0 method, data with diabetes duration of more than seven years were used to generate 22 rules needed for prediction. On the other hand, with the neural network method, retinopathy predictions were made based on a hidden layer with 52 neurons. The sensitivity and specificity for retinopathy prediction was found to be 58.62 and 74.73 respectively using C5.0, whereas the values were 59.48 and 99.86 respectively for neural network, indicating that the latter method was better in determining retinopathy predictors. Their results revealed ten key predictors based on the number of occurrences in the rules, with creatinine emerging as the most important predictor, followed by diabetes duration and family history.

To the best of our knowledge, only the work of Skevofilakas et al. [20] focused on developing a decision support system to predict the risk of retinopathy occurrences among Type-1 diabetic patients. The system was built by combining a feed-forward neural network, a classification and regression tree and a rule induction C5.0 classifier with an improved hybrid wavelet neural network. The data from 55 Type-1 diabetic patients were used to test the system, which resulted in a performance with an accuracy of 98%. It is to be noted that in determining retinopathy occurrences the authors only used seven risk factors, i.e. age, diabetes duration, glycosylated hemoglobin, cholesterol, triglycerides, hypertension incidence rate and their treatment duration. Various studies have revealed that factors such as gender, smoking habit and even race or ethnicity play major roles in retinopathy occurrences [6, 17-19]. In addition, the authors only focused on Type-1 patients.

The literature also revealed some other methods of identifying diabetic patients at risk of developing retinopathy, e.g. electroretinogram (ERG) [21], multifocal ERG [22] and visual evoked potentials [23]. However, none of these methods have fully entered the clinical practice due to the high cost of instrumentation and the difficulty of carrying out an examination by both the examiners and the patients [17].

In summary, the literature review has revealed that most previous studies related to retinopathy predictions were more inclined in determining the significant risk factors/predictors associated with retinopathy occurrences [17-19]. Study related to retinopathy prediction and machine learning techniques was limited to that of Skevofilakas and coworkers [20], although it is not without its shortcomings as indicated above. The rest of the techniques were reported to be either costly or difficult for both examiners and patients [21-23]. Therefore, the present study proposes to develop a system for prediction of retinopathy resulting from both Type-1 and Type-2 diabetics by integrating data mining, particularly association rules generated using Apriopri
algorithm, and case-based reasoning (CBR). In addition, more important risk factors are identified and included so as to ensure an accurate prediction. We have conducted a similar study in predicting retinopathy by focusing on the use of C5.0, K-nearest neighbour and Hamming algorithms to make the prediction [24]. In this communication, we integrate association rules generated using Apriopri algorithm instead of decision trees generated by C5.0.

PROPOSED METHODOLOGY

Figure 1 illustrates the proposed methodology for this study, which can be segregated into three phases. Phase one involves the data collection, followed by data analysis and data pre-processing in phase two. In addition, rules required to predict retinopathy are also generated in this phase. Finally, phase 3 involves the use of the system to predict retinopathy. The case database is accessed to retrieve similar cases for the retinopathy predictions. The following sections elaborate these phases.

Data Set

The data collection for the study has been accomplished. These data were obtained from the University of Malaya Hospital, comprising Type-1 and Type-2 diabetic patients. The data are needed to generate the necessary rules for retinopathy prediction. Medical experts were interviewed to help assist in understanding the nature of the data collected and also to determine the important risk factors for predicting retinopathy. The literature shows many risk factors that can be used to predict retinopathy, such as body mass index (BMI), smoking history, age and diabetes duration [6, 17-20]. These variables were then reviewed and validated by three medical experts who confirmed that 16 risk factors are crucial for retinopathy prediction. These are BMI, high-density lipoprotein, triglyceride, diabetes duration, glycated hemoglobin, hypertension, age, cholesterol, low-density lipoprotein, alanine aminotranferase, aspartate aminotranferase, cardiac complication, gender, race, smoking and alcohol consumption.
Data Pre-processing

The next step in the study is data pre-processing. Figure 2 shows the overall process involved in preparing the data for rule generation. Before using the data mining algorithm, the data collected may need to be cleaned and filtered to avoid the creation of inappropriate or inaccurate rules [25]. Some of the actions in the data pre-processing are removing duplicate records, normalising the values used to represent information in the database, accounting for missing data points and removing unneeded data fields [25]. The literature revealed four different approaches to clean a data set [26]: parsing, data transformation, duplication elimination and statistical methods. The current study intends to use data transformation, duplication elimination and statistical methods for data cleaning, if necessary. In data transformation the subjected variables in a database are transformed into a right format to fit in the data mining process. For example, in this study continuous attributes such as hypertension are categorised into classes for the purpose of association mining and building decision trees. Duplication elimination deletes duplicate records from the data set whereas statistical methods analyse the data sets to identify false data. Once the data set is cleaned, the system specifies the explicit relationship between the variables in the data set using association rule mining algorithm.

Figure 2. Overall flow of association rules generation

Association Rules

Association rules find interesting associations and/or relationships among a large set of data items. They capture all possible rules that explain the presence of some attributes in relation to the presence of other attributes. An association rule can be expressed in the form of $X \rightarrow Y$, whereby $X$ and $Y$ are disjointed item sets. An association rule must satisfy two important measures, namely support and confidence. Support indicates how frequently the items in the rule occur together whereas confidence determines how frequent items in $Y$ appear in transactions containing $X$ [27].

It is important to analyse the relationships among the risk factors and Apriori algorithm is used for this purpose. It is an powerful algorithm for mining frequent item sets for association rules.
It involves two stages. The first stage identifies frequent item sets and the second derives the association rules from the identified frequent item sets [28]. Frequent item sets identification in the first stage is accomplished by scanning over the data multiple times and counting the support of the individual item. Support is calculated by dividing the number of rules in which the item set is found by the total number of transactions. In each subsequent pass a set of item sets found to be frequent in the previous pass are used to generate new frequent item sets, and their support is calculated again. At the end of the pass, item sets satisfying minimum support thresholds are collected and they become the seed for the next pass. This process is repeated until no new frequent item sets are found.

The second stage is to generate the desired association rules from the frequent item sets. This is accomplished by calculating the confidence for each frequent item set. The confidence is the number of times a condition in the most frequent item sets is true over the whole number of frequent item sets [28]. The result of these stages will be a set of highly related risk factors that can be used to predict retinopathy. These association rules are to be first selected based on their support and confidence values (e.g. above 0.9) and will then be verified by the medical experts to ensure an accurate retinopathy prediction.

**Case-based Reasoning**

Case-based reasoning (CBR) is to be used once the system has calculated the risk of retinopathy occurrence in a patient. CBR is a technique which operates based on older cases. When a new case arrives, a CBR system retrieves similar cases and adapts or justifies the new case according to old cases. Systems developed using CBR can usually predict, diagnose and even suggest solutions for a problem [29]. In CBR systems, retrieving valuable cases from the database is very important. In this study the cases obtained from the University of Malaya Hospital are to be stored in a case database. It is important for these cases to contain at least all the 16 variables needed for the prediction. The indexing function helps to index cases according to their critical risk factors (e.g. demographic data, duration of diabetic and HbA1c) and the risk factors’ weights. The better the indexing is, the more accurate the results will be.

The overall flow of prediction is depicted in Figure 3. The retinopathy risk evaluator receives its input when the medical expert enters the patient’s data (age, duration of diabetics, HbA1c, etc.). These inputs will be analysed by the risk evaluator and the probability of retinopathy occurrence will be displayed if the risk is deemed to be low (e.g. < 25%). On the other hand, if the risk is high, then the CBR will retrieve similar cases from the existing case database. Once the most similar case is identified from the database, the system will modify (if necessary) the retrieved cases to solve the new case, a process known as adaptation. The outputs of this phase are the probability of the incidence of retinopathy with the proximate time of occurrence (in years).
CONCLUSIONS AND FUTURE WORK

This paper has proposed to develop a prediction system for retinopathy using two popular approaches: data mining (association rules from Apriori algorithm) and CBR. The data set in the study goes through the data mining process first before being analysed by the CBR technique. The data set and cases can be obtained by interviewing some domain experts. Apriori algorithms are used to generate the required association rules for the risk factors. These rules can be used to make the prediction of retinopathy. Similar cases are then retrieved using CBR technique. It is believed that the implementation of the system will enable medical practitioners to predict the chances of retinopathy occurrences among their diabetic patients, and hence to be able to start the treatment or control measures early.
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