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    Abstract:  Phytoremediation of soil contaminated with anthracene and fluoranthene, either 

alone or together, by ridge gourd (Luffa acutangula) was investigated through laboratory pot 
experiments in a greenhouse for 45 days. The initial concentration of anthracene or  
fluoranthene was 100 mg kg-1 when each was spiked alone.  When spiked together, the initial 
concentration of each hydrocarbon was 50 mg kg-1. The ridge gourd grew normally in 
anthracene-contaminated soil based on assessment of shoot growth at the end of the 
experiment. Fluoranthene spiked either alone or together with anthracene was toxic to the 
plant as shown by significantly reduced shoot and root growth, especially on day 45 after 
transplantation.  Planting of ridge gourd was more effective in decreasing the amount of 
anthracene and fluoranthene from soil than un-planted control during the 45-day experiment. 
Only 0.5-1.8% and 3.1-14.1% of anthracene and fluoranthene respectively were detected in 
planted soil on day 45. In contrast, 27.7-48.2% and 46.9-73.8% of anthracene and 
fluoranthene respectively, spiked alone or together, remained in the control un-planted soil 
during the same period. The two aromatic hydrocarbons were neither detected in the shoot nor 
root tissue of the ridge gourd, which suggests that phytostimulation may be the most likely 
mechanism by which these hydrocarbons were removed from soil. 

 
    Keywords:  phytoremediation, anthracene, fluoranthene, Cucurbitaceae, ridge gourd, Luffa     

acutangula 
________________________________________________________________________________ 
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INTRODUCTION   
The presence of polycyclic aromatic hydrocarbons (PAHs) in the environment is of serious 

concern due to their mutagenic and carcinogenic potential. The hydrophobicity of PAHs and their 
strong sorption onto the organic portion of soil particles contribute to their recalcitrance and 
persistence in the environment. While PAHs are found in air, water, soil and vegetation, soil and 
sediment are considered to be the ultimate sink of PAH contaminants in the environment [1, 2]. 
PAH contamination in soil increases the exposure risk of these compounds to living organisms. 
PAH contamination has been reported worldwide including Thailand. For example, the total 
concentration of PAHs bearing 3-7 rings was found to range between 6-8400 ng g-1 in surface 
sediment (dry weight) of the coastal and riverine areas in the Gulf of Thailand and the mouth of 
Chao Praya River [3]. Anthracene and fluoranthene are selected as model PAHs in this study due to 
their toxic effect on various organisms [4-6]. These PAHs are listed as hazardous pollutants by the 
United States Environmental Protection Agency (USEPA.) [1, 7].    

Phytoremediation refers to the use of plants and their associated microorganisms to clean up 
polluted areas. This technique can be effective for the remediation of large areas contaminated with 
diffuse pollutants [7]. Some plants in Pocaceae and Leguminaosae have been tested with some 
degree of success for remediation of soil contaminated with anthracene, fluoranthene and other 
PAHs. For example, the residual fluoranthene in soil planted with ryegrass decreased from 88.7 to 
26.4 mg kg-1 in 70 days [8]. Ryegrass also reduced the amount of anthracene and fluoranthene in a 
historically PAH-contaminated site from 6.0 to 2.2 and 103.5 to 38.6 mg kg-1 respectively, after 18 
months of cultivation [9]. Leguminosae such as alfalfa and white clover significantly promoted the 
degradation of pyrene in soil: only 191.55 and 183.58 mg kg-1 (from initial concentration of 321.42 
mg kg-1) remained in soil after 70 days of cultivation with alfalfa and white clover respectively, as 
compared to 278.74 mg kg-1of pyrene remaining in unplanted soil [10]. Some of the other plants 
used in PAH phytoremediation include Mimosa monancistra, Festuca arundinacea, Psophocarpus 
tetragonolobus, Zea mays, Zostera marina and Vicia faba [11-15]. The extent of PAH removal by 
planting usually was greater than the unplanted control, but the efficiency may vary depending on 
the plant species, soil texture, soil pH and type of PAHs.  

Plants of the Cucurbitaceae family have been used to remediate some organic pollutants 
such as PCBs, DDT, DDE and heptachlor [16-18]. For example, Lagenaria siceraria cultivar 
Hyotan was shown to decrease heptachlor epoxide from 0.376 to 0.050 μg g-1 dry soil [16]. 
Somtrakoon et al. [15] reported that cucumber (Cucumis sativus) was effective in removing 
anthracene and fluoranthene from soil. However, this plant was not tolerant of their toxicity and 
died after 25-30 days of transplantation. Other plants in the Cucurbitaceae family such as Cucurbita 
pepo and Legenaria siceraria have also been observed to accumulate some soil contaminants such 
as anthracene, fluoranthene, heptachlor epoxide and dioxin-like compounds [16, 17, 19]. Although, 
the toxicity of PAHs on ridge gourd (Luffa  acutangula), another plant in the Cucurbitaceae family, 
has been reported [20], to our knowledge it has not been used to remediate PAH-contaminated sites. 
In this study we therefore undertake to investigate the potential of ridge gourd for remediating 
PAH-contaminated soil. 
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MATERIALS AND METHODS   
Soil Preparation  

Soil with no previous history of anthracene and fluoranthene contamination as verified by 
GC-MS analysis (described below) was obtained from Kookaew Temple, Kantharawichai district, 
Mahasarakham province, Thailand. The soil was air dried at room temperature (29±1ºC) for at least 
72 hr to constant weight before use.  A sample of this soil was sent to Central Laboratory (Thailand) 
Co. for physical and chemical characterisation. It was of clay texture with a pH of 8.1 and electrical 
conductivity of 109.5 μs cm-1, and contained 2.4% organic matter, 0.29% total nitrogen and 58.38 
mg kg-1 available phosphorus. 
 About 20% of the soil was spiked with anthracene (98%, Fluka), fluoranthene (99%, Fluka) 
or a mixture of the two dissolved in dichloromethane. After thorough mixing, the solvent was 
allowed to evaporate inside a fume hood at room temperature (29±1°) for 48 hr. Then the spiked 
soil was added to the remaining 80% of unspiked soil and mixed thoroughly. The initial 
concentration of anthracene or fluoranthene in single-PAH-spiked soil was 100 mg kg-1, while in 
mixed-PAH-spiked soil the concentration was 50 mg kg-1 of each. Finally, the spiked soil samples 
were transferred to pots. 
  
Seedling Preparation  
 Commercial seeds of ridge gourd (Luffa acutangula) were obtained from Chia Tai Group 
Co., Bangkok. Seeds were rinsed with sterile distilled water and immersed in distilled water for 3 
hr. They were then germinated in moist soil spiked with anthracene, fluoranthene or a mixture of 
the two in experimental pots and kept at 29±1° in a plant nursery which received natural sunlight. 
After 10 days, healthy plant seedlings with comparable sizes were picked and transplanted in pots 
with soil containing the same PAH or PAH combination as that used for germination. 
 
Experimental Design  
  Pot experiments were performed in a plant nursery from March to May, 2012. In single and 
mixed PAH experiments, each pot containing spiked soil (1 kg dry weight) was planted individually 
with a 10-day-old seedling. Pots with ridge gourd seedlings in unspiked soil served as control. 
Other controls were soil spiked with anthracene, fluoranthene or their mixture but without any 
plants. Three independent replicates of each treatment were prepared in a completely randomised 
design and the total number of pots were 21. The detail of each treatment is described as follows:  
   1) Anthracene-spiked soil  planted with ridge gourd - 3 pots 
   2) Fluoranthene-spiked soil planted with ridge gourd - 3 pots 
   3) Anthracene+fluoranthene-spiked soil planted with ridge gourd - 3 pots 
   4) Anthracene-spiked soil without ridge gourd planting  - 3 pots (control for anthracene removal) 
   5) Fluoranthene-spiked soil without ridge gourd planting - 3 pots (control for fluoranthene 
        removal) 
   6) Anthracene+fluoranthene-spiked soil without ridge gourd planting - 3 pots (control for 
        anthracene and fluoranthene removal) 
   7) Unspiked soil planted with ridge gourd - 3 pots (control for plant growth) 
  All pots were supplemented periodically with sterile distilled water to maintain the water 
content of the soil at about 60% for 45 days. The placement of pots in the nursery was changed 
randomly every week. One gram (dry weight) each of the rhizospheric soil and bulk soil from 
planted soil were carefully collected on day 20 and 45 for analysis of anthracene and fluoranthene 
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concentrations by gas chromatography - mass spectrometry (GC-MS). Soil samples from unplanted 
control treatments were also collected and analysed. The plants from single and mixed PAH pots 
were sampled on day 20 and 45 to determine the length, fresh weight and dry weight of shoot 
(including leaves and stem) and root. During removal of the plants from soil, the root was shaken 
gently to dislodge any loose soil into the rest of the soil in the pot and this was referred to as the 
bulk soil. The rhizospheric soil referred to the soil which remained tightly bound to the root system, 
and it was removed from the plant root by shaking in a plastic bag after a short period of air drying 
(about 12 hr). The root debris in the collected rhizospheric soil was removed by sieving. 

 
PAH Extraction and Analytical Procedures 
 
 One gram of dried, PAH-containing soil was mixed with anhydrous sodium sulfate powder 
in 1:1 ratio. Fluorene (purity 99%, Fluka) was then added as internal standard (50 μL of 200 mg L-1 
fluorene stock solution prepared in dichloromethane). The mixture was extracted with 180 mL of 
dichloromethane for 8 hr in a Soxhlet extractor and the solution obtained was evaporated at 60o  to 
near dryness under reduced pressure. Anthracene and fluoranthene in the shoot and root of each 
plant were extracted in the same way. The shoot or root was dried in an incubator at 60° to constant 
weight before mixing with anhydrous sodium sulfate. Anthracene and fluoranthene concentrations 
in the dichloromethane extracts were determined using a gas chromatograph (Shimadzu GC AOC-
5000) equipped with a mass spectroscopic detector (Shimadzu MS-QP2010) as described by 
Somtrakoon et al. [15].  
 
Statistical Analysis  
 Per cent of each PAH remaining was expressed as the mean ± SD. One-way ANOVA was 
used to test for statistical significance among treatments. Subsequent multiple comparisons of 
means were performed using the Turkey comparison method. Statistical significance was accepted 
at P<0.05. 
 
RESULTS  
General Health of Ridge Gourd Grown in PAH-Contaminated Soil   

In unspiked control pots, the ridge gourd grew well, flourished and produced fruits between 
day 40-45 of transplantation. In soil spiked with anthracene, fluoranthene or anthracene + 
fluoranthene, the ridge gourd grew, but did not produce fruits until about 45 days after 
transplantation. The toxic effects of these PAHs were mostly manifested in the reduced shoot 
length. The shoot length of ridge gourd grown in PAH-spiked soil was shorter than that grown in 
unspiked soil (Figures 1a and 1b).   

 
Shoot Growth and Root Growth of Ridge Gourd  

The ridge gourd showed delayed growth in PAH-spiked soils, as evidenced by the shorter 
length and lower fresh and dry weight of its shoots, compared to those of the control plants on day 
20 (Table 1).  In anthracene-spiked soil, however, the growth of the ridge gourd caught up such that 
by day 45, the shoot length was similar to that of the control plant grown in unspiked soil, and the 
shoot fresh and dry weights also increased to values approaching those of the control plant.  In 
contrast, in soil spiked with fluoranthene or anthracene + fluoranthene, the shoot length  remained 
significantly shorter than that of the control plant on day 45 (Table 1).  The shoot length of ridge 
gourd grown in fluoranthene and anthracene+fluoranthene mixture was only 68.7 and 87.0 cm 
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respectively.  In comparison, the shoot length of the control plant in unspiked soil was 106.2 cm.  
This is also reflected in the significantly lower shoot fresh weight (4.8 g and 5.6 g) and shoot dry 
weight (0.8 g and 0.8 g) of the plants grown for 45 days in soil with fluoranthene and  
anthracene+fluoranthene mixture respectively. In comparison, shoot fresh weight and dry weight of 
the control plant were 14.8 g and 2.6 g respectively) (Table 1). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Comparative shoot growth of ridge gourd after 45 days of transplantation in: (a) unspiked 
soil (left), anthracene-spiked soil (middle), and fluoranthene-spiked soil (right); (b) unspiked soil 
(left) and anthracene+fluoranthene-spiked soil (right) (ANT = anthracene, FLT = fluoranthene)  
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Table 1.  Shoot length, shoot fresh weight and shoot dry weight of ridge gourd grown in 
anthracene- and fluoranthene-spiked soil  
 

 

Soil 

 Day 20   Day 45  

Shoot length 
(cm) 

Shoot fresh 
weight (g) 

Shoot dry 
weight (g) 

Shoot length 
(cm) 

Shoot fresh 
weight (g) 

Shoot dry 
weight (g) 

Unspiked (control) 

Anthracene-spiked 

Fluoranthene-spiked 

Anthracene+Fluoranthene-

spiked 

111.1 ± 3.8a 

33.0 ± 2.2c 

52.6 ± 2.8b 

28.6 ± 3.0c 

12.9  ± 0.9a 

3.6 ± 1.2b 

3.2 ± 0.5b 

2.2 ± 0.8b 

1.2 ± 0.2a 

0.4 ± 0.1b 

0.5 ± 0.1b 

0.3 ± 0.0b 

106.2 ± 2.1a 

108.3 ± 3.0a 

68.7 ± 8.8c 

87.0 ± 5.8cb 

14.8 ± 3.0a 

11.2 ± 0.1a 

4.8 ± 0.4b 

5.6 ± 1.2b 

2.6 ± 0.4a 

2.0  ± 0.3a 

0.8 ± 0.1b 

0.8 ± 0.2b 

Note:  Different letters denote significant difference (P<0.05) in the same column.  
 

Table 2.  Root length, root fresh weight and root dry weight of ridge gourd grown in anthracene- 
and fluoranthene-spiked soil  
 

 

Soil 

 Day 20   Day 45  
Root length 

(cm) 
Root fresh 
weight (g) 

Root dry 
weight (g) 

Root length 
(cm) 

Root fresh 
weight (g) 

Root dry 
weight (g) 

Unspiked (control) 

Anthracene-spiked 

Fluoranthene-spiked 

Anthracene+Fluoranthene-

spiked 

26.1 ± 1.1a 

24.7 ± 1.2a 

28.5 ± 2.3a 

21.2 ± 5.7a 

1.7 ± 0.5a 

0.5 ± 0.1b 

0.6 ± 0.2b 

0.4 ± 0.0b 

0.09 ± 0.1a 

0.04 ± 0.0b 

0.03 ± 0.0b 

0.03 ± 0.0b 

74.5 ± 18.4a 

55.2 ± 2.9ab 

26.7 ± 6.6c 

31.7 ± 2.0bc 

5.8 ± 1.3a 

2.9 ± 0.9b 

0.8 ± 0.1b 

1.5 ± 0.0b 

0.4 ± 0.1a 

0.2  ± 0.1ab 

0.1 ± 0.1b 

0.1 ± 0.0b 

Note:  Different letters denote significant difference (P<0.05) in the same column.  

 
The root of ridge gourd was adversely affected when the plant was grown in PAH-

contaminated soil as compared to that of control plants grown in unspiked soil.  This is readily seen 
in the low root weight (fresh and dry) of all the plants in PAH-spiked soil on both day 20 and 45 
(Table 2).  As for root length, the adverse effect of the PAHs was not apparent on day 20, but by 
day 45 the root length of all the plants grown in PAH-spiked soil was clearly shorter than that of the 
control plant in unspiked soil.  The most severe effect is seen in the root length, root fresh weight 
and root dry weight of the plant grown in fluoranthene-spiked soil, which decreased to only 26.7 
cm, 0.8 g and 0.1g respectively on day 45. 
 
Anthracene and Fluoranthene in Plant Tissues  
 Anthracene and fluoranthene were not detected in any of the shoot and root samples of ridge 
gourd grown in PAH-spiked soil on day 20 or 45 (data not shown).  The detection limit was 0.4 mg 
kg-1 for each PAH by GC. 
 
Anthracene Removal from Soil  

Planting of ridge gourd in anthracene-spiked soil led to its significant removal irrespective 
of whether the soil was spiked with anthracene alone or in combination with fluoranthene.  The 
rapid removal of anthracene in the planted soil was seen on day 20 when more than 87% of the 
spiked anthracene was removed from both the bulk and rhizospheric soils (Table 3).  By day 45, 
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only about 0.5-1.8% of the initial anthracene remained.  Anthracene in the rhizospheric soil was 
removed to a slightly greater extent than that in the bulk soil.  In unplanted control soil, about 28-
48% of the initial anthracene remained on day 45 (Table 3).   
 

        Table 3.  Percentages of anthracene remaining in soil planted with ridge gourd   
Treatments % of anthracene remaining 

Day 20 Day 45 

Control (unplanted, soil spiked  with ANT) 104.9 ± 21.3a 48.2 ± 0.1a* 

Planted, soil spiked with ANT 

       Bulk soil 

 

12.7 ±19.0b* 

 

1.8  0.4b* 

       Rhizospheric soil  4.7 ± 5.7b* 1.1 ± 1.1b* 

Control (unplanted, soil spiked with ANT+FLT) 66.6 ± 25.0ab 27.7 ± 32.7ab* 

Planted soil spiked with ANT+FLT 

       Bulk soil 

 

4.8 ± 2.9b* 

 

1.2 ± 0.0b* 

       Rhizospheric soil 3.9 ± 0.9b* 0.5 ± 0.2b* 
 
         Note:  Initial concentration of anthracene (ANT) was 100 mg kg-1 when spiked alone and 50 mg kg-1  
                    when spiked together with fluoranthene (FLT).   
                    Different letters show significant difference (P<0.05) between treatments on the same column.  
          * Value is significantly different (P<0.05) from that at day 0. 

 
 

Table 4.  Percentages of fluoranthene remaining in soil planted with ridge gourd  
 

              Soil 

% Fluoranthene remaining 

Day 20 Day 45 

Control (unplanted, spiked  with FLT) 82.8 ± 40.7a 73.8 ± 15.3a 

Planted, spiked with FLT 

       Bulk soil 

 

16.1 ± 11.3b* 

 

14.1 ± 4.6b* 

       Rhizospheric soil  15.0 ± 1.8b* 3.1 ± 1.4b* 

Control (unplanted, spiked with ANT+FLT) 84.2 ± 19.7a 46.9 ± 32.2a* 

Planted, spiked with ANT+FLT 

       Bulk soil 

 

9.3 ±4.4b* 

 

7.9 ± 3.9b* 

       Rhizospheric soil 8.1 ± 0.5b* 5.5 ± 3.7b* 
 
         Note:  Initial concentration of fluoranthene (FLT) was 100 mg kg-1 when spiked alone and 50 mg kg-1   
                    when spiked together with anthracene.   
                    Different letters show significant difference (P<0.05) between treatments on the same column.  
         * Value is significantly different (P<0.05) from that at day 0. 
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Fluoranthene Removal from Soil  
 Fluoranthene, whether spiked alone or in combination with anthracene, was also rapidly 
removed from soil planted with the ridge gourd, although the extent of removal was not as fast or 
great compared to that for anthracene.  On day 20, 8.1-16.1% of the spiked fluoranthene remained 
in planted soil (Table 4).  By day 45, the amount of fluoranthene remaining declined further to 3.1-
14.1%. The percentages of fluoranthene removal from the rhizospheric and bulk soils were not 
significantly different. In unplanted soil spiked with fluoranthene alone, 82.8% and 73.8% of 
fluoranthene remained on day 20 and 45 respectively.  With fluoranthene and anthracene, the 
corresponding values were 84.2 and 46.9%. 
 
DISCUSSION 
     
 Both anthracene and fluoranthene have been reported to adversely affect shoot and root 
growth of waxy corn, sweet corn and rice seedlings, fluoranthene being more toxic than anthracene 
[21]. In our study a similar toxic effect of anthracene and fluoranthene was also apparent in the 
decreased shoot and root lengths of ridge gourd on day 45. Some plants in the Cucurbitaceae family 
have been shown to stimulate PAH biodegradation in the rhizosphere, while others were reported to 
accumulate PAHs in their tissues [19, 22]. For example, cucumber (Cucumis sativus) was shown to 
enhance the removal of anthracene and fluorene from PAH-spiked soil [15]. The amounts of 
anthracene and fluorene remaining in its rhizospheric soil were only 9.5% and 4.6% respectively of 
the initial concentration on day 30 after transplantation. In comparison, the amounts of the two 
PAHs remaining in unplanted control soil on day 30 were 76.1% and 60.8% respectively. However, 
the plant was very sensitive to these PAH contaminants and was less healthy when grown together 
with winged bean (Z. mays) and finally died between 25-30 days after transplantation. In a different 
study, the rhizospheric soil of plants in the Cucurbitaceae family was found to be effective in 
removing a total of 16 PAH compounds, which decreased to the lowest amount of 1118.6 mg kg-1 
from 3306 mg kg-1 in the control soil [22]. In another study, zucchini (Curcubita pepo Ravaen) 
planted in soil obtained from a coal gasification plant enhanced the removal of several PAHs after 
90 days. The plant led to high extent of removal of fluorene (41%), anthracene (50%), fluoranthene 
(55%), pyrene (64%), benz(e)pyrene (60%) and benzo(k)fluoranthene (74%) (cf. 87%, 12%, 13%, 
3.8%, 0% and 2.4% respectively in unplanted soil) [23].  

The enhanced removal of anthracene and fluoranthene by ridge gourd observed in this study 
follows the same trend as shown by other plants. Kim et al. [24] reported that 89.8%, 77% and 
76.1% of anthracene (initial concentration = 660-670 mg/kg) were removed from soil planted for 63 
days with alfalfa, barley and tall fescue respectively. In comparison, about 72.4% was removed 
from unplanted soil and 71.4% from soil planted with orchard grass. In another study, planting with 
willow for 12 weeks led to 84% removal of fluoranthene (initial concentration = 3.3 mg/kg) from 
creosote-contaminated soil (cf. 75% removal in unplanted soil) [25]. In our study, the amounts of 
anthracene and fluoranthene removed from soil planted with ridge gourd for 45 days were more 
than 98.2 and 85.9% respectively (initial concentration = 100 mg/kg), while in unplanted soil the 
amounts removed were, respectively, 51.8 and 26.2%. Based on this results, ridge gourd could be an 
effective plant for PAH phytoremediation. Further studies are needed using other PAHs and by 
varying their concentrations to assess the plant’s PAH phytoremediation potential.   

In this study anthracene and fluoranthene seem to have been degraded by competent 
microorganisms in the rhizospheric soil of ridge gourd as well as bulk soil. While no specific 
microbial analysis had been done, the availability of these microorganisms in the soil is suggested 
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by the removal of some anthracene and fluoranthene from unplanted soil in the control pots.  In the 
presence of the plant, the per cent degradation of anthracene and fluoranthene increased.  Given that 
anthracene and fluoranthene were not accumulated by the plant, its cultivation in PAH-spiked soil 
must have provided suitable conditions for stimulating the degradation of PAHs by indigenous 
microorganisms. Thus, the significant enhancement of anthracene and fluoranthene removal by 
ridge gourd points to the value of phytoremediation in stimulating microbial activity to clean up 
PAH-contaminated soil.    

PAHs are commonly found in mixtures in the environment.  The degradation of individual 
PAHs may be affected by the presence of other PAHs.  Both synergistic and antagonistic effects 
during degradation of PAH mixtures have been reported [26]. For example, Somtrakoon et al. [27] 
observed that Burkholderia sp. VUN10013 could degrade anthracene but not fluoranthene when 
each was supplied as the sole carbon source. However, when both compounds were supplied 
together, the presence of anthracene stimulated the degradation of fluoranthene by strain 
VUN10013 and the presence of fluoranthene reduced the extent of anthracene degradation. In this 
instance, anthracene was thought to induce enzymes needed for the transformation of fluoranthene 
[27]. There are examples where the presence of one PAH may impede the degradation of another 
PAH.  For example, Pseudomonas sp. strain S Ant Mu5 was reported to degrade anthracene to a 
high extent when it was supplied as a sole carbon source, but the degradation of anthracene was 
lowered when it was supplied together with fluorene. It was speculated that the inhibition of 
anthracene degradation might be due to the formation of toxic metabolite(s) during fluorene 
degradation [28]. 

Plants in the Cucurbitaceae family have been reported to accumulate PAHs and other 
organic pollutants in their tissues. For example, the root and shoot tissues of Cucurbita pepo ssp. 
pepo cv. Raven could accumulate pyrene from soils with the amount accumulated ranging between 
9.6-36.7 μg/plant [29], while C. pepo ssp. pepo cv. Gold Rush accumulated pyrene in both its shoot 
and root up to 16.0 μg g-1 and 1.7 μg g-1 respectively [30]. The vine of Lagenaria siceraria 
accumulated heptachlor epoxide with bioaccumulation factors of 1.0-5.2 [16]. C. pepo ssp. texana 
cv. Patty Green and C. pepo ssp. pepo cv. Black Beauty and Gold Rush also accumulated dioxin-
like compounds [17], while C. pepo ssp. pepo cv. Black Beauty could accumulate anthracene and 
fluoranthene with bioaccumulation factors of 26.5 and 5.17 respectively [19]. Anthracene was 
reported to accumulate in lettuce and radish and the amount accumulated varied depending on the 
application method and plant species [31].  However, the ridge gourd in our study was not found to 
accumulate anthracene and fluoranthene.  
 
CONCLUSIONS 
 
 Ridge gourd shows great promise of use in the phytoremediation of soil contaminated with 
anthracene and fluoranthene because of its ability to tolerate and grow in PAH-spiked soil. The 
enhanced degradation of anthracene and fluoranthene relative to that in control unplanted soil 
occurs in both the rhizospheric soil and bulk soil. Most of the anthracene and fluoranthene were 
effectively removed from soil during the 45-day experiment and the PAH degradation was most 
likely accomplished by competent microorganisms, in particular those residing in the rhizosphere. 
The precise mechanism(s) by which the ridge gourd can enhance the removal of anthracene and 
fluoranthene from soil warrants investigation.      
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Abstract:  Sequential injection analysis (SIA) with spectrophotometric detection is used for 
a fast determination of ketoconazole in pure and pharmaceutical preparations. The 
developed method is based on oxidation of ketoconazole with cerium ion in an acidic 
medium, which leads to the formation of a coloured product that absorbs at a wavelength of 
496 nm. Then automation of the method is developed using the SIA technique. All variables 
that affect the reaction response are studied and optimised using univariate and simplex 
optimisation. The method is applicable for the determination of ketoconazole in the range of 
20-120 μg mL-1. 

 
Keywords:  ketoconazole, sequential injection analysis, spectrophotometric determination, 
oxidation 

________________________________________________________________________________ 
 
INTRODUCTION  
 

Ketoconazole (KC) is chemically known as cis-1-acetyl-4-[4-[[2-(2,4-dichlorophenyl)-2-
(1H-imidazole-1-ylmethyl)-1,3-dioxolan-4-yl]methoxy]phenyl]piperazine. The drug is a highly 
effective broad-spectrum antifungal agent [1]. It is used to treat a wide variety of superficial and 
systemic mycoses [2] and has an advantage over other imidazole derivatives in producing adequate 
sustained blood levels following oral administration [3]. Different methods have been reported for 
its determination such as spectrophotometry [4-10], chromatography [11-16] and electrochemical 
method [17-22]. The oxidation of KC with Ce(IV) has not been extensively studied in the literature, 
thus warranting a comprehensive investigation of the reaction. Standard chromatographic methods 
of KC generic assay require elaborate and sophisticated instrumentation and have low sampling 
frequency. Some of the spectrophotometric methods require heating, extraction, a lengthy procedure 
and a long time for maximum colour development, but lack sensitivity, specificity and a wide 
dynamic range. Electrochemical methods sometimes suffer from interferences while 
chromatographic methods are time-consuming and require long procedures for filtration and 
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extraction. Sequential injection analysis (SIA) has been adopted for the assay of many 
pharmaceutical and environmental compounds due to many advantages over classical methods. 
Specifically it is reproducible, robust, reagent-saving and adaptable to different detecting systems 
[23, 24]. In this paper SIA is utilised along with spectrophotometric measurement to determine KC 
in pharmaceutical forms. The newly adopted method is validated by its application to the real 
dosage form of the drug.     

 
MATERIALS AND METHODS   
 
Chemicals and Reagents 
 

A standard stock solution (0.20 mg mL-1) of KC (Sigma) was prepared daily and ten 
standard working solutions (5-200 mg mL-1) were prepared daily by dilution. Cerium(IV) solution 
(0.05M) was prepared from ceric ammonium sulphate trihydrate (AR grade) dissolved in 0.5M 
sulphuric acid. Appropriate working solutions were prepared by dilution. Extra-pure-grade 
sulphuric acid (95-98 %) was used to prepare a solution of 1.84 g L-1 used in this study. 
 
Apparatus 
 

The manifold used consists of SIA apparatus of FIALab 3500 (Medina, USA) combined 
with a fibre-optic spectrometer, a syringe pump equipped with PVC pumping tube, an 8-port multi-
position valve, a fibre-optic Z-flow cell equipped with an LS-1 tungsten halogen lamp and a 
USB2000 spectrometer (Ocean Optics, USA).  A schematic diagram of components of the manifold 
is shown in Figure 1.  

ESR spectra were recorded with a JEOL JES-RE1X spectrometer using an aqueous flat 
sample cell at 293 K, g = 1.9930, with a microwave frequency of 9.4371 GHz, microwave power of 
4.00 mW, sweep width of 5.000 mT and sweep time of 1.0 min. 

 

 
Figure 1.  SIA manifold diagram: A =  KC solution;  B = Ce(IV) solution; C = Sulphuric acid solution  
 
Method and Procedure  
 

The analytical system control including control of the peristaltic pump and selection valve 
was achieved by FIALAB for Windows version 5.0 from FIAlab® (Medina, USA) using a 
compatible IBM personal computer. 
            SigmaPlot 2004 for Windows version 9.01 from Systat Software Inc. was employed for 
constructing kinetic curves and calculating linear regression equations. 
           The Chemometric Optimisation by Simplex programme was obtained from Elsevier Scientific 
Co. (Netherland) and utilised for the optimisation of variables using a compatible IBM personal 
computer.  
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           To carry out the simplex optimization method, a super-modified simplex programme was 
employed to find optimum concentrations of both H2SO4 and Ce(IV) solutions for sequential 
injection  determination of KC with Ce(IV). The boundary conditions for the two variables lineated 
in Table 1, together with the start and step values, were fed into the programme. 
 
                                   Table 1. Simplex computer programme parameters and  
                                    boundaries considered for the optimisation                               

Parameter [H2SO4] [Ce(IV)] 
Step 0.01 0.001 

Start-step 0.01 0.001 
Lower 0.001 0.0001 
Upper 0.1 0.01 

 

RESULTS AND DISCUSSION   
 

The method is based on the reaction of KC with Ce(IV) in sulphuric acid medium. A red-
coloured product that is believed to be a radical cation KC.+ [25] formed as a result of the loss of an 
electron from the piperazine ring of the KC molecule (Figure 2). The reaction is instantaneous and 
the product is stable for several hours. Absorption spectra showed that the oxidised form of KC has 
λmax at 496 nm.  

  

  

 
 

Figure 2.  Proposed oxidation reaction of KC:  I = KC; II = KC radical cation 
 
It was reported earlier that KC reactions with metal ions proceed by either a complexation or 

an oxidation reaction [4, 19]. The KC oxidation reaction is accompanied by the formation of a 
radical cation during the oxidation process, which gradually decays via a chemical reaction to form 
some stable products. The presence of a radical accompanying the oxidation was confirmed by the 
ESR spectrum as shown in Figure 3, which illustrates the hyperfine structure of the resultant radical 
ion, reflecting the extent of delocalisation of the unpaired electron of KC.+.  

At Ce(IV) concentration higher than 0.05M, the red colour of the product disappears,  
probably due to further oxidation of the radical formed in the first step of the reaction, producing a 
divalent cation in another step as shown below [20]:  

 
KC   -e →    KC.+  
KC.+ -e →    KC++ 
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Figure 3.  ESR spectrum of 100 μg mL-1 KC prepared in 100 mL of  0.078M H2SO4 mixed with 
0.0013M Ce(IV) solution in 0.5M H2SO4 
  

Preliminary investigation of the reaction indicates that the oxidation reaction is dependent 
on the acid and Ce(IV) concentrations as well as the flow rate. At acid concentration lower than 
1.0×10-4 mol L-1, the drug is not soluble. When Ce(IV) is prepared lower than 1.0×10-4 mol L-1, the 
molar equivalency of Ce(IV) is limited enough to cover a wider dynamic range of the adopted 
method. Ce(IV) was found to be insoluble when prepared at a concentration higher than 1.0 mol L-1. 
The concentrations mentioned above delineate the boundaries of both parameters to be considered 
in further optimisation procedure. 

 
Univariant Optimisation Method 
 

The univariant optimisation method was applied to examine the effect of each parameter, i.e. 
flow rate, sulphuric acid concentration and cerium(IV) concentration, on the absorbance. In this 
method all chemical and instrument parameters were kept constant while varying the concentration 
of the one being investigated. The effects of H2SO4 and Ce(IV) concentrations on the absorbance 
measured at 496 nm are given in Figure 4 and Figure 5 respectively. It is clear that the absorbance 
has a maximum value at the acid concentration of around 0.03 mol L-1 and the Ce(IV) concentration 
of around 0.005 mol L-1. 

For the flow rate, a number of experiments were carried out keeping the concentrations of 
sulphuric acid and cerium(IV) constant at 0.01 mol L-1 and 0.005 mol L-1 respectively while varying 
the flow rate in the range of 10-50 μL s-1 as shown in Figure 6. It was found that the variation of the 
flow rate not only affects the peak height but it also influences the shape of the peak due to 
dispersion. The optimum value of flow rate was taken at 30 μL s-1 for the sharp and intense peaks in 
order to enhance sensitivity and sampling frequency.  
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               Figure 4.  Absorbance as a function of [H2SO4] ([Ce(IV)] = 0.005M,  
                [KC] = 100 μg mL-1 and flow rate = 50 μL s-1  ) 

 

                       
              Figure 5.  Absorbance as a function of [Ce(IV)]  ([H2SO4] = 0.003 M,  
               [KC] = 100 μg mL-1 and flow rate =50 μL s-1)     

 
Figure 7 shows the progress of the simplex, which indicates a gradual improvement in the 

response. Sixteen experiments were performed, enough to evaluate the proper conditions. Further 
investigations on the effects of other parameters such as injection volume and delay time on the 
absorbance indicated that the optimum operating conditions for KC assay were: [H2SO4] = 0.00734 
mol L-1  and [Ce(IV)] = 0.00176 mol L-1, flow rate = 30 μL s-1 and injection volume = 180 μL. 
 
Regression Data 
 

To obtain the best and widest linear calibration curve for KC analysis, different KC standard 
solutions were prepared keeping concentrations of the other reactants constant at 0.00734 mol L-1 
H2SO4 and 0.00176 mol L-1 Ce(IV). The volumes of Ce and KC solutions were 30 μL and 180 μL 
respectively and the flow rate was 30 μL s-1. The calibration equation was obtained from the plot of 
absorbance of the coloured product at 496 nm and the absorbance of Ce(IV) solution at that 
wavelength. The regression data in Table 2 show that the linear dynamic range is 20-120 μg mL-1 
with high sensitivity, low detection limit and a sampling rate of 120 h-1.  
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                     Figure 6.  Absorbance as a function of flow rate ([H2SO4] = 0.01mol L-1,  
                    [Ce(IV)] = 0.005 mol L-1)    
 

 
                                          Figure 7.  Absorbance progress of the simplex 
 

Table 2.  Regression data for SIA method for determination of KC 
  

Wavelength (nm) 
Concentration range (μg mL-1) 
Correlation coefficient 
Slope 
Intercept 
Sandell’s sensitivity (μg cm-2) 
Detection limit (μg mL-1) 
Relative standard deviation (RSD)  % 
 

 
496 

20-120 
0.997 

0.00471 
0.0433 
0.0047 

13.0 
11 

     
Note:  Detection limit = 3 Sb/slope;  Sb = Standard deviation for blank 

             using five replicates 
 
Application 
 

The effect of excipients in the dosage forms that may interfere with KC determination was 
studied by applying the proposed SIA method to some drug tablets from the market. The British 
Pharmacopoeia (BP) method [26] for the assay of KC tablets was also performed for the same batch 
samples.  
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Statistical comparison was performed by calculating the t-test of recovery data for two 

commercial forms of KC tablets. The results showed high accuracy and repeatability of the 
proposed method compared with the standard method  as shown in Table 3.  
 
     Table 3.  Results of KC determination in proprietary drugs 
 

 
     Drug 

 
    Supplier 

     
     KC content  

     Mean recovery                         
      ±   RSD (%)*                         t**    
SIA method     BP  method 

 
Nizoral tablet 

 
JANSSEN 
Samf, Sudan 

 
200 mg 
100 mg 

 
95 ± 3.5%        96 ± 0.4%        0.26 
94 ± 3.5%         95 ± 0.4%       0.31 

 
    * Relative standard deviation for five replicates   
    ** Student t-test value 
 
CONCLUSIONS   
 

The developed method for KC determination based on the oxidation reaction with cerium 
ion was successfully applied using the SIA system for analysis of commercial samples and the 
results were comparable with standard method.   
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Abstract:  Freshwater Pangasiid catfish species and hybrids are difficult to identify on the basis 
of morphological characteristics, especially for larvae and fingerlings. In this study, we 
identified genetic markers for Pangasiid catfish breeds, viz. Pagasianodon gigas, 
Pagasianodon hypophthalmus and their F1 and F2 hybrids. Twenty primer combinations were 
used to screen for specific amplified fragment length polymorphism (AFLP) markers. A total of 
486 DNA bands were identified and 335 polymorphic bands were found to be segregated 
among these catfish types. The level of polymorphism detected using 20 different primer 
combinations ranged between 65.38-100%. Eleven distinct markers were found to be 
significantly associated with P. gigas (two markers), P. hypophthalmus (three markers), their 
F1 hybrid (three markers) and F2 hybrid (three markers). Using these markers, 100% of the 
individuals were accurately assigned to their correct species. These results demonstrate that 
AFLP markers can be used to genetically identify Pangasiid catfish species and hybrids. 

Keywords:  Pagasianodon gigas, P. hypophthalmus, Pangasiid catfish, AFLP markers, species 
identification, F1 hybrid, F2 hybrid 

 
 
INTRODUCTION  

Freshwater catfish from the Pangasiidae family represent an economically important protein 
source for local consumers in South-east Asia, including Pangasius bocourti in Vietnam [1], P.  
djambal in Indonesia [2] and Pagasianodon hypophthalmus in Thailand [3]. Adult Pangasiid catfish 
can be identified on the basis of morphology [4]; however, morphological characteristics are not 
enough to differentiate larvae and fingerlings from different species [5]. Most fish farmers also have 
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difficulties distinguishing between pure line and hybrid individuals. DNA-based techniques have been 
developed and proved to be analytically accurate in identifying species [6, 7]. These methods can 
help to identify and authenticate fish and seafood species. They include techniques such as restriction 
fragment length polymorphism (RFLP), single strand conformation polymorphism (SSCP), 
forensically informative nucleotide sequencing (FINS) and amplified fragment length polymorphism 
(AFLP). These methods have been used to identify of numerous fish species and other aquatic 
organisms [8] including gadoids [9, 10], flatfish [11, 12], salmonids [13, 14], scombroids [15, 16], 
sardines and anchovies [17-19], and mollusks [20, 21]. Mitochondrial DNA and nuclear ribosomal 
DNA fragments have recently been proposed as additional methods for species identification [22, 
23]. 

AFLP was first described by Vos et al. [24]. It is essentially a fingerprinting technique that 
draws upon aspects of randomly amplified polymorphic DNA (RAPD) and RFLP techniques [25]. 
AFLP is the tool of choice when it comes to unravelling genetic information of complex traits, as it is 
a fast and inexpensive tool particularly suitable for screening the genome [25-27]. AFLP, like the 
RAPD technique, presents the advantages of being capable of differentiating among species even in 
the absence of prior knowledge of the DNA sequence. In addition, AFLP shows greater levels of 
polymorphism and reproducibility than does RAPD [28, 29]. However, many studies using AFLP 
have used the data to construct genetic linkage maps rather than to differentiate among species. In 
this study we investigate the potential of AFLP markers to identify and classify two Pangasiid catfish 
species and their two hybrids. 
 
MATERIALS AND METHODS 

Animal Samples  

A total 16 individual catfish comprising Pagasianodon gigas (n = 4), P. hypophthalmus (n = 
4), their F1 hybrid (n = 4) and F2 hybrid (n = 4) were cultured and collected as samples. The 
specimens were obtained from the hatcheries of the Plabuk Integrated Utilisation Project at the 
Faculty of Fisheries and Aquatic Resources, Maejo University.  
 
DNA Extraction 

Total genomic DNA was extracted from fish fin samples using phenol-chloroform extraction 
procedure adapted from that of Sambrook and Russel [30]. The samples were cut in small pieces and 
suspended in 700 μL of TNES-urea buffer (1mM Tris-HCL pH 8.0, 6 M NaCl, 0.5M EDTA pH 8.0, 
10% sodium dodecyl sulphate, and 4M urea) with 4  μL of proteinase K solution (20 μg/mL) 
(Invitrogen, USA). After adding the proteinase K, the samples were incubated at 37°C overnight. An 
equal volume of phenol-chloroform (1:1 v/v) was added and the two phases were mixed until an 
emulsion formed. The two phases were separated by centrifugation at 10,000 rpm for 10 min. The 
aqueous supernatant solution was collected in fresh tubes. The phenol-chloroform extraction 
procedure was repeated twice. Sodium acetate (3.0M, pH 5.2) in 1/10 volume and equal volume of 
isopropanol were added to the collected supernatant and the samples were shaken gently until DNA 
precipitated. The precipitated DNA was washed twice with 70% ethanol and dried. Finally, the DNA 
was resuspended in Tris-EDTA buffer and kept at 4° until further use. The final DNA concentration 
from each sample was tested using a spectrophotometer (NanoDrop 2000, Thermo Fisher Scientific 
Inc.) and measured on 1% agarose-gel electrophoresis. 
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AFLP Marker Methodology 

The AFLP assay was performed using the protocols described by Wimmers et al. [31]. The 
DNA of the 16 individual fish was analysed using the adapter and primer sequences shown in Table 
1. In brief, 100 ng of genomic DNA was digested with two enzymes: FastDigest® EcoRI and TaqI 
restriction endonuclease (Fermentas, USA) following the manufacturer’s instructions. The digested 
products were ligated to 50 μmols of EcoRI-Adapters and 50 μmols of TaqI-Adapters (Fermentas, 
USA) in 30 μL of a solution containing 6 U T4 DNA ligase (Fermentas, USA) and 46mM ATP 
(Fermentas, USA) and incubated overnight at 4° to ensure ligation. The concentration of the ligated 
DNA templates was adjusted to 10 ng/μL and diluted fivefold with distilled water for pre-selective 
amplification. 
 
Table 1.  AFLP primer combinations used to generate polymorphism markers between P. gigas, P. 
hypophthalmus, F1 hybrid and F2 hybrid (The combinations were randomly designed from TagI and 
EcoRI nucleotide adapters.) 
 

Combination Primer-EcoRI Primer-TaqI 
1 5-GACTGCGTACCAATTC ACC -3 5-GATGAGTCCTGACCGA CAC -3 
2 5-GACTGCGTACCAATTC ACC -3 5-GATGAGTCCTGACCGA CAT -3 
3 5-GACTGCGTACCAATTC ACC -3 5-GATGAGTCCTGACCGA CGA -3 
4 5-GACTGCGTACCAATTC ACC -3 5-GATGAGTCCTGACCGA CTG -3 
5 5-GACTGCGTACCAATTC ACC -3 5-GATGAGTCCTGACCGA CGT -3 
6 5-GACTGCGTACCAATTC ACG -3 5-GATGAGTCCTGACCGA CAC -3 
7 5-GACTGCGTACCAATTC ACG -3 5-GATGAGTCCTGACCGA CAT -3 
8 5-GACTGCGTACCAATTC ACG -3 5-GATGAGTCCTGACCGA CGA -3 
9 5-GACTGCGTACCAATTC ACG -3 5-GATGAGTCCTGACCGA CTG -3 
10 5-GACTGCGTACCAATTC ACG -3 5-GATGAGTCCTGACCGA CGT -3 
11 5-GACTGCGTACCAATTC AAG -3 5-GATGAGTCCTGACCGA CAC -3 
12 5-GACTGCGTACCAATTC AAG -3 5-GATGAGTCCTGACCGA CAT -3 
13 5-GACTGCGTACCAATTC AAG -3 5-GATGAGTCCTGACCGA CGA -3 
14 5-GACTGCGTACCAATTC AAG -3 5-GATGAGTCCTGACCGA CTG -3 
15 5-GACTGCGTACCAATTC AAG -3 5-GATGAGTCCTGACCGA CGT -3 
16 5-GACTGCGTACCAATTC AAC -3 5-GATGAGTCCTGACCGA CAC -3 
17 5-GACTGCGTACCAATTC AAC -3 5-GATGAGTCCTGACCGA CAT -3 
18 5-GACTGCGTACCAATTC AAC -3 5-GATGAGTCCTGACCGA CGA -3 
19 5-GACTGCGTACCAATTC AAC -3 5-GATGAGTCCTGACCGA CTG -3 
20 5-GACTGCGTACCAATTC AAC -3 5-GATGAGTCCTGACCGA CGT -3 

 
The conditions for the pre-selectively amplified polymerase chain reaction (PCR) were as 

follows: 10 ng of genomic DNA, 1X Taq buffer [20 mM Tris-HCl, pH 8.4 and 50mM (NH4)2SO4] 
(Fermentas, USA), 3.0mM MgCl2, 0.25mM each of the four deoxynucleotide triphosphates (dNTPs) 
(Fermentas, USA), 0.25U Taq polymaerase (Fermentas, USA), 4 pmols of pre-selectively amplified 
EcoRI primer (E-A: 5′-GAC TGC GTA CCA ATT CA-3′) (Pacific Science, USA) and 4 pmols of 
pre-selectively amplified TaqI primer (T-C: 5′-GAT GAG TCC TGA CCG AC-3′) (Pacific Science, 
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USA) in a final volume of 25 μL. The PCR programme was: 3 min. at 94°, 20 cycles of 30 sec. each 
at 94°, 1 min. at 56° and 30 sec. at 72°, followed by 5 min. at 72°, and a final step at 4°. PCR 
products were analysed using 6% polyacrylamide-gel electrophoresis (120 V; 400 mA), stained with 
ethidium bromide. The pre-amplified products were diluted twentyfold with distilled water and then 
used as selectively amplified DNA templates. 

For the selective amplification, 20 primer combinations were used in the following PCR 
reaction mix: 2.5 μL of diluted pre-selectively amplified products, 1X Taq buffer, 3.0mM MgCl2, 
0.25mM each of the four dNTPs, 0.25U Taq polymerase, 2 pmols of selectively amplified EcoRI 
primer (Pacific Science, USA) and 2 pmols of selectively amplified TaqI primer (Pacific Science, 
USA) in a total volume of 12.5 μL. A touchdown thermal protocol was used for the selective PCR 
amplification. The selectively amplified products were resolved on a 6% denatured polyacrylamide-
gel electrophoresis with constant power (50W) for 3 hr. The AFLP fingerprints were visualised using 
silver staining. 
 
Statistical Analysis 

The individual samples were scored for the presence or absence of each AFLP band. Only 
polymorphic AFLP bands were analysed using the logistic regression model as follows:   
 

logit(LP)  = In (Pi/1-Pi) = β0+ β1X1+ β2X2 + …+ βnX n + e     (1*) 
where LP  = logistic probability of a catfish to be predicted as P. gigas or non - P. gigas 

  (P. hypophthalmus, F1 hybrid and F2 hybrid) 
β0  = value of y-intercept  
β1, β2,…, βn = regression coefficient of  molecular markers: X1, X2…, Xn 
X1, X2…, Xn = molecular markers: X1, X2…, Xn 

eij  = residual error term 
 

The best-fit model was selected using a backward elimination regression, which tends to be 
the preferred method for performing exploratory analyses. The predicted probability to be assigned 
to P. gigas was used as follows: 

 
P*i  = eLP*/1 + eLP* 
where P*i = predicted probability test of P. gigas species:  if probability ≥ 0.5, it is  
    P. gigas species; if probability < 0.5 it is non - P. gigas species. 
e  = value of exponential constant 
LP* = ln(Pi/1-Pi) from equation (1*) 

 
  The accuracy test of these markers was described by Wassertheil-Smoller [32]: accuracy = 
no. of correct assessments / no. of all assessments. Separate logistic regressions were done for other 
species (P. hypophthalmus, F1 hybrid and F2 hybrid) using equations similar to the above.   
 
RESULTS AND DISCUSSION   

The 20 primer combinations generated a total of 487 AFLP fragments from the 16 Pangasiid 
catfish individuals (Figure 1). The results showed 9-45 bands per primer combination and 335 
markers covering a range of 65.38-100.0% (Table 2).  A total of 335 polymorphic bands were used 
to analyse the association between markers and species assignment using logistic regression. Two 
markers were found to be significantly associated with P. gigas, whereas three markers helped 

Maejo Int. J. Sci. Technol.  2014, 8(03), 240-250

243



 

 

distinguish P. hypophthalmus, F1 hybrid and F2 hybrid (Table 3). The identification of P. gigas, P. 
hypophthalmus, F1 hybrid and F2 hybrid was 100% accurate using these markers (Table 4).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  AFLP fingerprints of P. gigas (1-4), P. hypophthalmus (5-8), F1 hybrids (9-12) and F2 
hybrids (13-16). DNA bands were amplified by primer E-ACC/ T-CTG. Red box = specific bands 
present in P. hypophthalmus, F1 hybrids and F2 hybrids but absent in P. gigas. M = DNA ladder 100 
bp. 
 

In a previous study, Sriphairoj et al. [33] identified species-specific markers for four 
economically important Pangasiid catfish, i.e. P. gigas, P. hypophthalmus, Pangasius bocourti and 
Pangasius larnaudii, using seven primers developed by means of AFLP. They used SSCP to screen 
for potential species-specific markers and only one marker (PL8) was shown to be conserved within 
species, and thus this could be useful for distinguishing among different species. However, these 
markers failed to separate hybrids of P. gigas, P. hypophthalmus and Pangasius bocourti from their 
parents. Thus, the present study extends these results by including additional markers. Our 
results have shown that these markers are also useful for distinguishing hybrids from their 
parental species.  

 AFLP markers can be assigned to single-locus markers such as sequence-characterised 
amplified regions (SCARs) as described by Xu et al. [34]. Kai et al. [35] used AFLP to distinguish 
three colour morphotypes, in which diagnostic AFLP loci were identified as well as loci with 
significant frequency differences. In the same way, Chong et al. [36] used AFLP to analyse 
Malaysian river catfish (Mystus nemurus) population in five geographical regions and found that 
AFLP was more efficient for the differentiation of sub-populations and for the identification of 
genotypes within the population than RAPD, although similar clusters of the population were 

M   1   2    3    4    5    6   7    8     9   10  11  12  13  14   15  16  M 
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concluded with either analysis. Moreover, Zhang and Cai [14] used AFLP to develop a species-
specific marker for rainbow trout. The marker was distinctly present in all the rainbow trout samples 
tested and was absent from all other Atlantic salmon samples. The species-specific SCAR could only 
be detected in the admixture containing 10-50% rainbow trout DNA in Atlantic salmon DNA for 
processed product in 10 replicates. Our results suggest that AFLP makers can be used to identify 
Pagasiid catfish and their F1 and F2 hybrids; however, further testing using more samples per species 
will be required to test the efficacy of this method. For further study, we plan to identify species-
specific DNA fragments using sequencing and to develop DNA or SCAR markers for testing in 
a larger sample size. 
 
Table 2.  Estimation of average number of DNA bands in each primer, number of polymorphic bands 
and per cent polymorphic 
 

Primer combination 
No. of DNA bands in 

each primer 
No. of polymorphic bands % Polymorphic 

1 15 14 93.33 
2 21 17 80.95 
3 18 16 88.88 
4 24 22 91.66 
5 14 12 85.71 
6 9 7 77.77 
7 26 25 96.15 
8 12 12 100.00 
9 23 23 100.00 

10 20 20 100.00 
11 25 19 76.00 
12 34 26 76.47 
13 15 15 100.00 
14 45 32 71.11 
15 35 33 94.28 
16 26 17 65.38 
17 37 27 72.97 
18 21 20 95.23 
19 35 23 65.71 
20 32 26 81.25 

Total 487 406 1,712.85 
Average 24.35 20.30 85.64 
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Table 3.  Estimated values of logistic regression, P-value and odds ratio for the identification of Pangasiid 
catfish 
 

Species Variant Estimated logistic 
regression 

P-value (Pr>X2) Odds ratio 

P. gigas Intercept 9.4032±55.065 0.3134 - 
 2(E3-T3) -17.5301±80.116 0.0253 <0.001 
 26(E3-T5) -18.7468±64.614 0.0006 <0.001 
 % concordant = 100.0; % discordant 0.0; % tied = 0.0 
  

P. hypophthalmus Intercept -20.5324±44.481 0.0004 - 
 2(E3-T3) -15.6238±49.607 0.0472 <0.001 
 132(E7-T20) 28.7925±62.553 0.0088 <0.001 
 270(E15-T22) 13.9173±35.076 0.0455 <0.001 
 % concordant = 100.0; % discordant 0.0; % tied = 0.0 
  

F1 hybrid  Intercept -40.2265±87.031 0.0004 - 
 310(E15-T23) 16.2689±50.459 0.0285 <0.001 
 326(E15-T23) 16.7919±44.716 0.0209 <0.001 
 386(E16-T5) 15.3156±46.502 0.0254 <0.001 
 % concordant = 91.7;  % discordant 0.0; % tied = 8.3 
     

 F2 hybrid  Intercept -7.6711±40.081 0.0004  
 32(E3-T5) 15.8337±52.644 0.0455 <0.001 
 77(E3-T22) -16.7655±50.935 0.0077 <0.001 
 98(E7-T3) 16.4146±46.167 0.0158 <0.001 
 % concordant = 100.0;  % discordant 0.0; % tied = 0.0 
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Table 4.  Accuracy test of molecular markers for P. gigas, P. hypophthalmus, F1 hybrid and F2 
hybrid  
 

Molecular markers for 
P. gigas Observed % Correct 

 P. gigas Non - P. gigas  
P. gigas 4 0 100% 

Non - P. gigas 0 12 100% 
    

Molecular markers for 
P. hypophthalmus 

Observed % Correct 

 P. hypophthalmus Non - P. hypophthalmus  
P. hypophthalmus 4 0 100% 

Non - P. hypophthalmus 0 12 100% 
    

Molecular markers for 
F1 hybrid  

Observed % Correct 

           F1 hybrid         Non - F1 hybrid   
F1 hybrid  4 0 100% 

Non - F1 hybrid  0 12 100% 
    

Molecular markers for 
F2 hybrid  

Observed % Correct 

 F2 hybrid  Non - F2 hybrid   
F2 hybrid  4 0 100% 

Non - F2 hybrid  0 12 100% 
 

CONCLUSIONS   

This study shows that AFLP markers can be used to differentiate Pangasiid catfish 
(Pagasianodon gigas and P. hypophthalmus) and their F1 and F2 hybrids from their parents. 
Consequently, this technique may help differentiate taxonomic units and identify genetic 
relationships between the Pangasiae species. The technique may also provide valuable 
information for breeding and conservation programmes as well as for ecological, evolutionary 
and traceability studies 
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Abstract:  Resveratrol is a polyphenolic phytoalexin found at high concentrations in grapes, nuts, 
fruits and red wine with reported anti-carcinogenic effects. In this study, the molecular mechanism 
of resveratrol-induced apoptosis in human pancreatic cancer (Panc 2.03) cells is investigated. 
Resveratrol treatment of Panc 2.03 cells results in dose-dependent inhibition of cell growth and 
cells accumulated at the S phase transition of the cell cycle. The anti-proliferative effect of 
resveratrol is due to apoptosis as seen by the appearance of chromatin condensation, nuclear 
fragmentation, DNA ladder formation and increased annexin V-stained cells. The apoptotic process 
is induced by decreased Bcl-2 expression concomitant with increased Bax expression, leading to an 
increase in the Bax/Bcl-2 ratio and subsequent activation of caspase-9 and caspase-3. In addition, 
resveratrol treatment also decreases the survivin level and increases the apoptosis-inducing factor 
level in a dose-dependent manner. These results suggest that resveratrol induces apoptosis of Panc 
2.03 cells, at least in part through a mitochondrial-associated intrinsic pathway in both caspase-
dependent and independent manners. The present findings suggest that resveratrol has potential as a 
chemopreventive agent, and possibly as a therapeutic one against pancreatic cancer.  
 
Keywords:  pancreatic cancer (Panc 2.03) cell, resveratrol, apoptosis, S phase arrest, Bcl-2, Bax, 
survivin, apoptosis-inducing factor 
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INTRODUCTION  
  Pancreatic cancer is the eighth most common cause of cancer-related deaths worldwide [1, 
2]. It has an extremely poor prognosis; the respective 1- and 5-year relative survival rates are 25% 
and 6%. Treatments for pancreatic cancer remain limited, as only localised cancer is considered 
suitable for surgery, radiotherapy or chemotherapy [3, 4]. Alternative modes of therapy are therefore 
needed. Efforts have been made to develop novel strategies including chemoprevention using 
dietary phytochemicals [4]. Resveratrol (trans–3, 4′, 5–trihydroxystilbene) is a natural polyphenolic 
phytoalexin present in grapes, nuts, berries, red wine and various plants [5, 6] with a variety of 
pharmacological properties, i.e. cardioprotective, neuroprotective, anti-oxidant, antiviral, anti-
inflammatory, anti-mutagenic, anti-carcinogenic and anticancer activities [7-10]. 
  The cell processes of growth arrest, apoptosis, proliferation or differentiation are highly 
regulated by numerous proteins and signalling pathways. Disturbance of these processes can avert 
cell death and lead to cancer [11]. Moreover, disruption of the apoptotic pathway can confer 
resistance among cancer cells to radiation and chemotherapy [12]. Pancreatic cancer is a multi-stage 
process caused by the accumulation of genetic changes of normal cells leading to disturbance in cell 
cycle regulation and continuous growth [13]. Others have reported resveratrol-induced cell cycle 
arrest and apoptosis through (a) up-regulation of p53 and p21, (b) down-regulation of Bcl-2 
expression and (c) activation of caspase-3 in several pancreatic cancer cell lines [10, 14]. Since 
there has been no study of the growth inhibition by resveratrol of Panc 2.03 pancreatic cancer cells, 
we investigate the inhibition of proliferation and apoptotic induction by resveratrol in Panc 2.03 
cells. The molecular mechanisms of resveratrol-induced proliferation arrest and apoptosis are also 
explored. 
 

MATERIALS AND METHODS  
Cell Culture 
 

The human pancreatic adenocarcinoma cell line, Panc 2.03, was provided by Dr. E. M. 
Jaffee of the Sol Goldman Pancreatic Cancer Research Centre, Johns Hopkins University, 
Baltimore, MD, USA. Cells were cultured in RPMI 1640 (Gibco BRL, USA) supplemented with 
10% heat-inactivated fetal bovine serum, 100 μg/mL streptomycin and 100 units/mL penicillin 
(Gibco BRL) in an incubator at 37°C with a humidified atmosphere containing 5% CO2. 
 

Cell Growth Inhibition Assay 
The growth inhibitory effect of resveratrol was determined using the sulphorhodamine B 

assay. The Panc 2.03 cells (2x103 cells/well) were seeded in 96-well microtitre plates and incubated 
for 24 hr (day 0). The cells were treated with 2.5, 5, 10 and 20 μg/mL of resveratrol (Sigma-
Aldrich, USA) in cell culture medium, and with 0.1% DMSO as the solvent control. The plates 
were incubated at 37°C for 48 hr (day 2). Cells were fixed with trichloroacetic acid and stained with 
0.4% sulphorhodamine B. The bound dye was solubilised with Tris-base buffer. The absorbance 
(OD) was measured using an ELISA plate reader (Sunrise-TECAN, USA) at 510 nm. The 
percentage of cell viability was calculated using equation: % cell survival = [OD test sample day 2– OD 
day 0] x 100 /[OD control day 2– OD day 0]. The 50% inhibitory concentration (IC50) was then determined. 
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Cell Cycle Distribution Assay  
Cells (1x106) were plated in duplicate in 10-cm dishes (Corning, USA), then incubated at 

37°C for 24 hr. They were cultured in complete medium or 0.1% DMSO or 10, 20, 40 and 80 
μg/mL resveratrol for 48 hr. After treatment, the cells were washed with cold phosphate buffer 
saline, fixed in 70% ethanol at 4°C overnight, and then stained with 200 μL GUAVA® cell cycle 
reagent (GUAVA Technologies, USA) at room temperature (~26ºC) for 30 min. in the dark 
according to the manufacturer’s instructions. The cell cycle distribution (using 10,000 cells per 
analysis) was analysed in 3 different experiments by a FACSCalibur flow cytometer (Becton 
Dickinson Bioscience, USA). The percentage distribution of cell cycle phases was analysed by 
CellQuest software (Becton Dickinson, NJ, USA). 
 

Morphological Examination  
Cells (1x106) were grown in a 25-mL flask at 37°C for 24 hr, then starved in medium 

containing 0.5% fetal bovine serum for another 24 hr prior to treatment with 0.1% DMSO or 40 
μg/mL resveratrol for 48 hr. Cell morphological changes were observed under a bright-field 
inverted Nikon microscope. In preparation for the nuclear morphology study, the treated cells were 
washed with phosphate buffer saline, fixed with methanol, stained with 1 μg/mL 4,6-diamidino-2-
phenylindole solution (Roche, Germany) at room temperature for 10 min. and observed under a 
Nikon fluorescent microscope. 

The percentage of apoptotic cells was determined using an annexin V-FITC apoptosis 
detection kit (BD PharmingenTM, USA) [15]. The cells (5x105 cells/well) were seeded in a 6-well 
culture plate (Corning, USA) for 24 hr, starved for 24 hr and treated with 0.1% DMSO or 20, 40 
and 80 μg/mL resveratrol. After treatment, both adherent and floating cells were harvested and then 
double-labelled with annexin V-FITC and propidium iodide for 15 min. Ten thousand events were 
analysed for each sample using flow cytometry on a FACSCalibur and CellQuest software (Becton 
Dickinson, NJ, USA) [15]. 
 

DNA Fragmentation Assay 
 

DNA fragmentation was determined according to Herrmann et al. [16] with some 
modifications. After the cells (1x106) were cultured for 24 hr and starved in medium containing 
0.5% fetal bovine serum for 24 hr, they were treated with 0.1% DMSO or 20, 40 and 80 μg/mL 
resveratrol or 10 μg/mL etoposide as a positive control for 48 hr. The fragmented DNA in cell lysate 
was purified using a QIAamp DNA Blood Mini Kit (Qiagen, Germany) according to the 
manufacturer’s instructions. The DNA fragments were precipitated with ethanol, re-suspended in 50 
μL of Tris EDTA buffer and analysed by 1.6% agarose gel electrophoresis.      
 

Quantitative Real-time Reverse-transcription Polymerase Chain Reaction 
 

Cells were treated with 0.1% DMSO or 40 μg/mL resveratrol for 12 and 24 hr. Total cellular 
RNA was extracted using TRIzol reagent (Invitrogen, USA) as per the manufacturer’s instructions. 
The reverse-transcription reaction was carried out [17], and then real-time polymerase chain 
reaction (PCR) was performed for the indicated genes (Bcl-2, Bax, survivin and GAPDH) [17] in a 
20-μL PCR mixture which contained first-strand cDNA, 5 pmoles of each primer and 10 μL of 
2×SYBR Green PCR Master Mix (Gene System Co., USA), employing an ABI 7500 Real-time 
PCR System (Applied Biosystems, USA).  
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The sequences for the specific primers used in the PCR are summarised in Table 1. The 

sequences of PCR products were obtained by direct sequencing. Each amplicon was then cloned 
into pGEM®-T vector (Promega, USA) in order to generate standard curves for target cDNA. The 
respective ratio of copy numbers of each target cDNA to GAPDH cDNA was reported as the mRNA 
level. The up- or down-regulation of gene expression was determined according to the ratio of fold-
change in gene expression between the treated and control cells. 
 
    Table 1.  Primer sequences used in real-time PCR analysis 

 
 

Protein Extraction and Western Blot Analysis 
 

Cells (2x106) were treated with 0.1% DMSO or 10, 20, 40 and 80 μg/mL resveratrol for 48 
hr, and then harvested and lysed in ice-cold RIPA buffer containing 50 mM Tris-HCl (pH 7.5), 150 
mM NaCl, 1 mM dithiothreitol, 0.5% Nonidet P-40, 0.5% deoxycholate, 1 mM EDTA, 0.1% 
sodium dodesyl sulphate, 1 mM E-64, 2 mM phenylmethylsulphonyl fluoride and 2 mM leupeptin. 
After homogenisation and centrifugation at 13,000 g, 4ºC, for 30 min., the supernatant was 
collected as whole cell lysate and the protein concentration was determined using a Coomassie 
protein assay kit (Pierce Biotechnology Inc., USA). Equal amounts of proteins were separated by 
10% SDS-polyacrylamide gel electrophoresis and transferred to Hybond ECL nitrocellulose 
membranes (Amersham Pharmacia Biotech, UK). After blocking, the membranes were incubated 
overnight with the primary antibodies against Bcl-2, Bax, survivin, apoptosis inducing factor (Santa 
Cruz Biotechnology, USA) or procaspase-9 and procaspase-3, activated caspase-9 (Cell Signaling, 
USA) or activated caspase-3, and β-actin (Sigma USA) at 4ºC. The membranes were then incubated 
at room temperature for 1 hr with the corresponding secondary antibodies, viz. horseradish 
peroxidase-conjugated goat anti-mouse IgG or goat anti-rabbit IgG antibodies (Santa Cruz 
Biotechnology, USA). The blots were detected with an enhanced chemiluminescence kit (Pierce 
Biotechnology, USA) and fluorogrammed with CL-XPosure film. The protein band intensity was 
quantified using Scion Image software. For every immunoblot, equal loading of protein was 
confirmed by stripping the blot and re-probing with β-actin antibody. The relative intensity was 
evaluated and normalised with β-actin. 
 

Statistical Analysis 
Values are presented as mean ± SE. The Student’s t-test was performed to determine the 

significance between untreated control cells and the resveratrol-treated cells. Differences were 
considered significant at p < 0.05. All analyses were performed using SPSS version 10.0 (SPSS 
Inc., USA). 

Gene Forward primer Reverse primer 

Bcl-2 5′TGGATGACTGAGTACCTGA3′ 5′TGAGCAGAGTCTTCAGAGA3′ 

Survivin 5′AAGGCTGGGAGCCAGA3′ 5′TGGCTCTTTCTCTGTCCA3′ 

Bax 5′AACCATCATGGGCTGGA3′ 5′CGCCACAAAGATGGTCA3′ 

GAPDH 5′TCATCAGCAATGCCTCCTGCA3′ 5′TGGGTGGCAGTGATGGCA3′ 
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RESULTS AND DISCUSSION  
Growth Inhibitory Effect of Resveratrol on Panc 2.03 Cells 
  We first determine the effect of resveratrol on the growth of Panc 2.03 cells in vitro. The 
respective cell survival rates among the Panc 2.03 cells treated with resveratrol at 2.5, 5, 10 and 20 
μg/mL (11-87.6 μM) are 54, 50, 43 and 30% respectively (Figure 1). Similar to observations of a 
variety of pancreatic cancer cell lines, our study shows that after the 48-hr exposure to 2.5-20 
μg/mL (11-87.6 μM) of resveratrol, Panc 2.03 cells exhibit marked growth inhibition in a dose-
dependent manner (Figure 1). A similar dose range of 25-200 μM has been observed to inhibit the  
proliferation of various types of pancreatic cancer cell lines [18-20]. Panc 2.03 cells are relatively 
sensitive to the cytotoxic effects of resveratrol as suggested by the IC50 values of only 5 μg/mL (22 
μM) against 51-100 μM reported for other types of pancreatic cancer cells (Panc-1, CFPAC-1, MIA 
Paca-2, AsPC-1, BxPC-3, S2-013 and CD 18 cells) [18-20]. 
  The difference in the sensitivity of pancreatic cancer cell lines to mitomycin C partly 
depends on which gene(s) controls the Fanconi Anemia (FA) pathway [21]. Specifically, mutations 
in the FA genes FANCC, FANCG and BRCA2 have been reported in pancreatic cancer cell lines [21, 
22] and the FA-defective pancreatic cancer cell lines—Hs 766T (FANCG-mutated), PL 11 (FANCC-
mutated) and CAPAN1 (BRCA2-mutated)—have an increased sensitivity to mitomycin C compared 
to the FA-proficient cell lines (Su 86.86 and MIA Paca-2) [21]. Mutations of FANCC and FANCG 
are not detected in Panc 2.03, Panc-1, CFPAC, MIA Paca-2, AsPC-1 and BxPC-3 cells [21]. Since 
mutations in TP53 (p53) and CDKN2A (p16) have been reported in Panc 2.03, Panc-1, CFPAC, 
MIA Paca-2, AsPC-1 and BxPC-3 cell lines [23, 24], genetic defects in TP53 and CDKN2A might 
explain the variation in sensitivity of all these cell lines to resveratrol. 
  Treatment of normal pancreatic duct cells with resveratrol results in a growth inhibitory 
effect with an IC50 value of 373.89 μM [10]. Thus, the growth inhibition by resveratrol in Panc 2.03 
cells is ~17 times greater than in normal pancreatic duct cells, suggesting that resveratrol is 
selectively toxic against cancer cells. Further investigation into the molecular mechanism of the 
growth inhibition of this compound is therefore warranted. 
 

 
Figure 1.  Effect of resveratrol on the growth of Panc 2.03 cells. Cells were treated with           
0.1% DMSO or resveratrol at 2.5, 5, 10 and 20 μg/mL for 48 hr. Percent cell viability was 
determined using sulphorhodamine B assay. Mean ± SE represents 3 different experiments. (a: p < 
0.05, b: p < 0.01, c: p < 0.001 vs. control) 
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Resveratrol Induces S Phase Cell Cycle Arrest in Panc 2.03 Cells 
 
  Perturbations of cell cycle progression can cause inhibition of cell growth. To study the 
mechanism of resveratrol-induced cell growth inhibition, the effect of resveratrol on cell cycle 
distribution is determined by flow cytometry. Resveratrol induces significant dose-dependent 
increase in the percentage of cells in the S phase (from 7% to 46%), while significantly decreasing 
the percentage of cells in the G0/G1 phase (from 78% to 47%) and the G2/M phase (from 10% to 
6%) as compared with the DMSO-treated cells (Figure 2). Our results suggest that resveratrol 
induces cell cycle arrest in the S phase. The results support previous studies in which the ability of 
resveratrol to block the S/G2 transition has been reported with CaCo-2 colon cancer cells [25]. Other 
investigators, however, have reported arrests in the G1 phase with Panc-1, AsPC-1, capan-2 and 
colo 357 pancreatic cancer cells [14, 20]. The effects of resveratrol on cell cycle distribution may 
therefore vary depending on the source of tumour cells: Panc-1 and Panc 2.03 cells are derived from 
primary tumours, whereas AsPC-1 is from ascites [26]. Deregulation of cell cycle progression is the 
hallmark of several human tumours including pancreatic cancer. A variety of mutations in the cell-
cycle-regulated genes, including the proto-oncogene K-ras and the tumour suppressor genes (p53, 
p16 and DPC4), have been reported in many pancreatic cancer cell lines and patient tissues [13, 
26]. It has been reported that Panc-1, Panc 2.03 and AsPC-1 cells contain mutant p53 and p16 
genes, whereas capan-2 and colo 357 cells contain wild-type p53 [14, 26]. It has also been reported 
that  K-ras  is  mutated  in Panc 2.03, Panc-1 and  AsPC-1 cells [26].  Taken  together,  these  results   
 
 
 

 
 

 
 

 
 

 
 

 
 
 
 
 
 
 

Figure 2.  Effects of resveratrol on Panc 2.03 cell cycle distribution. Cells were treated with      
0.1% DMSO or various concentrations of resveratrol (Resv) for 48 hr, then stained with GUAVA 
cell cycle reagent. Percentages of cells in G0/G1, S and G2/M phases of cell cycle were analysed 
by flow cytometry using CellQuest software. Respective mean ± SE was obtained from 3 
independent experiments. (b: p < 0.01, c: p < 0.001 vs. DMSO-treated cells) 
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provide evidence that resveratrol induces cell cycle arrest in both p53 wild-type and p53 mutant 
pancreatic cancer cells. The discrepancy in the effects of resveratrol on the cell cycle distribution 
may be due to differences in the genetic profile of the respective cancer cells. 
 
Apoptosis Induction by Resveratrol in Panc 2.03 Cell Line 
 
  The modulation of cell cycle distribution by resveratrol is closely linked to apoptotic cell 
death (i.e. G0/G1 phase arrest in capan-2, colo 357, Panc-1 and AsPC-1 pancreatic cancer cells) [14, 
20]. To determine whether Panc 2.03 cell growth inhibition induced by resveratrol is due to 
apoptosis, the apoptosis characteristics were determined by several approaches. The typical 
morphology of apoptotic cells (i.e. cell shrinkage, rounding and membrane blebbing) was observed 
in the resveratrol-treated Panc 2.03 cells (Figure 3B), whereas no morphological changes were 
observed in the DMSO-treated cells (Figure 3A). Using 4,6-diamidino-2-phenylindole staining, the 
morphological changes in the nuclei (i.e. chromatin condensation and nuclear fragmentation, 
characteristic apoptotic features) were found in the resveratrol-treated cells (Figure 3D) but not in 
the DMSO-treated cells (Figure 3C). Subsequent visualisation of genomic DNA fragmentation, the 
hallmark of cell apoptosis in agarose gel electrophoresis, revealed that a 48-hr post-treatment of the 
Panc 2.03 cells with 20, 40 and 80 μg/mL resveratrol displayed a typical ladder pattern of the inter-
nucleosomal DNA fragmentation [27] in a dose-dependent manner (Figure 3E).  
    
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Induced apoptosis of Panc 2.03 cells by resveratrol and effects of resveratrol on 
morphological changes of Panc 2.03 cells (B and D).  After treatment with 0.1% DMSO (A and C) 
and 40 μg/mL resveratrol (B and D) for 48 hr, cells were photographed by bright field microscope 
(A and B) or stained with 4,6-diamidino-2-phenylindole and photographed with a fluorescence 
microscope (C and D). Cells undergoing apoptosis with membrane blebbing are indicated by arrow 
(B). Nuclei of apoptotic cells show chromatin condensation (D, arrow head) and apoptotic bodies of 
nuclear fragmentation (D, arrow) (magnification ×400). DNA fragmentation of resveratrol-treated 
Panc 2.03 cells is evident (E). DNA was extracted from 10 μg/mL etoposide-treated cells (lane 1) or 
after treatment with 0.1% DMSO, 20, 40 and 80 μg/mL resveratrol (lane 2, 3, 4 and 5) for 48 hr, 
and then electrophoresed in 1.6% agarose and stained with ethidium bromide. Lane M represents 
100 bp DNA markers 
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  The apoptosis induction of Panc 2.03 cells was further confirmed by a flow cytometric 
analysis using annexin V and propidium iodide (PI) double staining. The percentage of apoptotic 
cells increased from 13% in 0.1% DMSO-treated cells to 40%, 44% and 53% in resveratrol-treated 
cells at 20, 40 and 80 μg/mL resveratrol respectively (Figure 4). The apoptosis induction capability 
of the highest treated group (80 μg/mL) was similar to the positive control, 20 μg/mL etoposide. 
Taken together, these results demonstrate that the growth inhibition of resveratrol on Panc 2.03 cells 
is mediated via apoptosis induction. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  Flow cytometric analysis of cells undergoing apoptosis induced by resveratrol. Cells 
were cultured for 48 hr in 0.1% DMSO or 20 μg/mL etoposide (positive control) or indicated 
concentrations of resveratrol (Resv). (A) Apoptotic cells determined by Annexin V-FITC/PI double-
staining assay: viable and non-apoptotic cells (lower left corner, annexin V-/PI-); early apoptotic 
cells (lower right corner, annexin V+/PI-); late apoptotic cells (upper right corner, annexin V+/PI+); 
necrotic cells (upper left corner, annexin V-/PI+). (B) Percentage of apoptotic cells quantified. 
Values represent average of 3 independent experiments. 

 
Modulation of Resveratrol on Expressions of Apoptosis-Related Genes and Proteins 
 
  The apoptotic process is highly regulated at different levels through complex interactions of 
numerous genes and signalling proteins in response to various extracellular and intracellular stimuli. 
The apoptotic process can be specifically mediated by multiple pathways involving the 
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mitochondria/cytochrome C (intrinsic pathway), death receptors TNF, CD95 (extrinsic pathway) 
and granzyme B (cytotoxic T-cell product) [28]. 
  The Bcl-2 family of proteins (Bax and Bcl-2) plays a crucial role in apoptosis by regulating 
the permeability of the mitochondrial membrane. Bax, in conjunction with other pro-apoptotic 
proteins, induces apoptosis by forming pores on the mitochondrial membrane, resulting in the 
leakage of cytochrome C and apoptosis-inducing factor from the membrane. In contrast, the Bcl-2 is 
an anti-apoptotic protein that helps to stabilise the integrity of the mitochondrial membrane by 
forming heterodimers with Bax and/or other apoptotic proteins and neutralise their apoptotic 
activity [29]. Over-expression of Bax can induce apoptosis by suppressing the activity of Bcl-2 
[30]. The ratio of Bax/Bcl-2 is therefore a critical factor in determining the apoptotic destiny of 
cells under certain circumstances [29, 31].  
  In order to reveal the underlying mechanism of apoptotic execution, the kinetics of 
apoptosis-related gene expression of Panc 2.03 cells treated with resveratrol at 40 μg/mL were 
determined at 12-hr and 24-hr post-treatment using real-time PCR analysis. Resveratrol 
significantly decreased the Bcl-2 (anti-apoptotic) gene expression, accompanied by a concomitant 
increase in Bax (pro-apoptotic) gene expression, in a time-dependent manner (Figure 5A). 
Compared to the control cells, Bcl-2 gene expression was reduced 0.63- and 0.22-fold, whereas Bax 
gene expression was increased 1.79- and 4.56-fold at 12 hr and 24 hr respectively (p < 0.001). A 
marked increase in the Bax to Bcl-2 ratio from 2.84 at 12 hr to 20.73 at 24 hr can be observed 
(Figure 5B). 
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Figure 5.  Effects of resveratrol on Bax, Bcl-2 and survivin gene expressions of Panc 2.03 cells. 
Cells were treated with 0.1% DMSO (control) or resveratrol (40 μg/mL). (A) Bax, Bcl-2 and 
survivin gene expressions were measured using real-time PCR at 12-hr and 24-hr post-treatment. 
Presented is the fold increase/decrease (mean ± SE) in mRNA expression vs. control, normalised 
with housekeeping gene glyceraldehyde-3-phosphate, of three independent experiments.              
(B) Bax/Bcl-2 ratio. (c: p < 0.001 vs. control) 
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  The gene expression results, along with the Western blot analysis, demonstrates that the 
exposure of Panc 2.03 cells to 10, 20, 40 and 80 μg/mL of resveratrol for 48 hr results in a decrease 
in Bcl-2 protein expression, accompanied by an increase in Bax protein expression, in a dose-
dependent manner (Figure 6). Our study reveals that resveratrol, at least in part, induces apoptotic 
Panc 2.03 cells by modulating the expression of the Bcl-2 family of proteins through the intrinsic 
(mitochondrial) apoptosis pathway. Moreover, the apoptosis-inducing factor released from the 
mitochondria can translocate into the nucleus and cause DNA fragmentation via a caspase-
independent pathway [9, 28]. In this study, the dose-dependent increase of the apoptosis-inducing 
factor level in treated Panc 2.03 cells (Figure 6) suggests that the apoptotic execution can also be 
mediated via a caspase-independent mitochondrial pathway [32].  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.  Effects of resveratrol on the expression of apoptosis-related proteins (determined by 
Western blot analysis) in Panc 2.03 cell. Cells were treated with 0.1% DMSO or the indicated doses 
of resveratrol for 48 hr.  
 
  A recent study [20] shows that resveratrol induces apoptosis in Panc-1, AsPC-1 and BxPC-3 
pancreatic cancer cells, which might occur indirectly through the Hedgehog signalling pathway by 
the down-regulation of Gli1-targeted genes including Ptc1, CCND1 and Bcl-2. In addition, 
resveratrol induces apoptosis by inhibiting miR-21 regulation of Bcl-2 expression in Panc-1, 
CFPAC-1 and MIA Paca-2 pancreatic cancer cells [10]. Our results likewise show that apoptosis 
induction of Panc 2.03 cells by resveratrol might be through the down-regulation of Bcl-2 
expression. 
  In the mitochondrial apoptotic pathway, cytochrome C released from mitochondria activates 
caspase-9 and caspase-3, resulting in DNA fragmentation and apoptotic cell death [33]. Western 
blot analysis reveals that resveratrol decreases the procaspase-3 level in a dose-dependent manner 
(Figure 6). The down-regulation of procaspase-3 is accompanied by the up-regulation of active 
caspase-9 and caspase-3 in the treated groups. Our results suggest that apoptosis induction of Panc 
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2.03 cells by resveratrol is via the activation of caspase-9 and caspase-3. Our results agree to some 
extent with a study on capan-2 and colo 357 pancreatic cancer cells, in which resveratrol induces 
ERK phosphorylation, p21 up-regulation, p53 accumulation and caspase-3 activation, leading to 
cell cycle arrest and apoptotic cell death [14]. The mechanism of resveratrol-induced apoptosis 
mediated by cytochrome C release followed by caspase-3 activation has also been reported vis-à-vis 
other pancreatic cancer cell lines [34]. 
  Survivin is a member of the inhibitor of apoptosis protein family of anti-apoptosis proteins. 
Since the binding of survivin to active caspase-3 and caspase-7 can inhibit apoptosis [35], the 
effects of resveratrol on the survivin gene and protein expression in Panc 2.03 cells were also 
examined. The real-time PCR analysis shows that resveratrol induces a dose-related decrease in 
survivin gene expression to a similar extent (about 0.22-fold decrease, p < 0.001) after 12-hr and 
24-hr post exposure (Figure 5A). The modulation of survivin gene expression was subsequently 
confirmed by a dose-related decrease in survivin protein expression following a 48-hr exposure to 
10, 20, 40 and 80 μg/mL of resveratrol (Figure 6). A decrease in survivin level may maintain 
caspase-3 in an active form, thereby increasing apoptotic cell death [35]. 
 

CONCLUSIONS 
 
  Our findings demonstrate that resveratrol inhibits the proliferation of Panc 2.03 cells in vitro 
by causing cell cycle arrest at the S phase and inducing apoptosis mediated, at least in part, via a 
mitochondrial apoptosis pathway in both caspase-dependent and independent manners. The 
molecular mechanisms involved are the up-regulation of the Bax/Bcl-2 ratio, the activation of 
caspase-9 and caspase-3, the down-regulation of survivin and the up-regulation of the apoptosis-
inducing factor. The variation in the mechanism of resveratrol-induced cell cycle arrest and 
apoptosis in different pancreatic cancer cell lines may be dependent on the genetic profile of the 
cells. Further study of the activity of resveratrol in vivo is needed to gain insights into its molecular 
mechanisms and guide its development for use in chemotherapy of pancreatic cancer. 
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Abstract:  Levitin-Polyak -well-posedness for inverse quasi-variational inequality is 
investigated. We establish some metric characterisations of Levitin-Polyak -well-
posedness for inverse quasi-variational inequality problems having a unique solution and 
give some conditions under which the above problem is Levitin-Polyak -well-posed by 
perturbations in the generalised sense. 
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________________________________________________________________________________ 

INTRODUCTION 
 

Well-posedness is one of the most important concepts in the theory of optimisation and it 
has been studied extensively in the literature [1-8]. It plays a crucial role in the stability theory for 
optimisation problems, which guarantees that for an approximating solution sequence, there exists a 
subsequence which converges to a solution. The study of well-posedness for scalar minimisation
problems was started by Tykhonov [1], according to whom the problem of minimising a function

( )h x over a closed convex set K is Tykhonov well-posed if it has a unique solution and every
minimising sequence converges to the solution. 

This type of well-posedness requires every minimising sequence to lie in the feasible set K .
In many practical situations, the minimising sequence { }nx produced by a numerical optimisation
method usually fails to be in K but ( ) 0K nd x as n . Such a sequence is called a generalised
minimising sequence. Taking this into account, Levitin and Polyak [2] introduced a strengthening
notion of Tykhonov well-posedness by requiring the convergence of every generalised minimising
sequence to a unique solution, which is known as Levitin-Polyak (LP) well-posedness. Zolezzi [7,
8] also introduced a strengthening version of Tykhonov well-posedness by the name of extended
well-posedness (also named well-posedness by perturbations) by embedding the original problem
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into a family of perturbed problems depending on a parameter. This form of well-posedness 
establishes continuous dependence of the solution upon a parameter. 

In recent years, the concepts of well-posedness have been generalised to various variational 
inequality problems [3, 9-19] and quasi-variational inequality problems [20-24]. The main 
motivation originates from the fact that a minimisation problem is equivalent to a variational 
inequality under convexity and differentiability assumptions. There is vast literature which relates 
the solutions of a minimisation problem and (generalised) variational inequality problem (see [25-
28] and references therein). Lucchetti and Patrone [17] were the first to introduce the notion of well-
posedness for a variational inequality. Lignola and Morgan [15] generalised the notion of well-
posedness by perturbations to a variational inequality problem and established the equivalence 
between the well-posedness by perturbations of a variational inequality and the corresponding 
minimisation problem. Hu and Fang [12] and Hu et al. [29] studied the LP well-posedness of 
variational inequalities. Huang et al. [14] studied the LP well-posedness of variational inequality 
problems with functional constraints. 

A new class of problems known as the inverse variational inequality (IVI) has been 
proposed and studied [30-34]. The IVI has broad applications in the market equilibrium problems in 
economics and normative flow control problems, appearing in transportation and telecommuni- 
cation. The primary motivation of research on IVI originates from the transportation system 
operation and control policies. He et al. [33] demonstrated the applicability of constrained black-
box variational inequality to the class of network equilibrium control problems by taking the spatial 
price equilibrium problem as an example. However, in some practical situations it is necessary to 
consider IVI models in which the constraint set is not constant. Hence a new class of problems 
known as the inverse quasi-variational inequality was introduced and studied recently by Aussel et 
al. [35]. This class of problems finds applications in road pricing problem in which the 
environmental impact problem due to traffic flow is taken into account to fix road taxes. Very 
recently, Hu and Fang [11] introduced and studied the well-posedness of IVI, which was further 
extended for Levitin-Polyak well-posedness by Hu and Fang [36]. 

Motivated by the above-mentioned research work, we establish some metric 
characterisations of LP -well-posedness by perturbations. We derive some conditions under which 
the LP well-posedness by perturbations of an inverse quasi-variational inequality (IQVI) is 
equivalent to the existence and uniqueness of its solution. We also establish metric characterisations 
of LP -well-posedness by perturbations in the generalised sense. 

 
PRELIMINARIES  

Let , : n nf h  be two continuous maps. Let : 2
nnK  be a set-valued map 

such that for each nx , ( )K x  is a closed convex set in n . The IQVI associated with ,f h  and 
K  denoted by IQVI ( , , )f h K  consists of: 
Find nx  such that ( ) ( )h x K x  and  

( ), ( ) 0 ( ).f x y h x y K x  
When h  is the identity map on n , then IQVI ( , , )f h K  reduces to the classical quasi-variational 
inequality.  
When ( )K x  is a constant set K  on n , then IQVI ( , , )f h K  reduces to inverse variational 
inequality IVI ( , , )f h K . 
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Now, take f  to be the identity map. We have 
IQVI( , ) : Find  such that ( ) ( )

 and , ( ) 0 ( ).

nh K x h x K x

x y h x y K x
 

Let L  be a parametric normed space and P L  be a closed ball with positive radius; p P  is a 
fixed point. Then the perturbed problem of IQVI ( , )h K  is given by  

IQVI ( , ) : Find such that ( , ) ( )

 and , ( , ) 0 ( )

n
p h K x h p x K x

x y h p x y K x
 

where : n nh P  is such that ( , )h p h . 
When ( )K x K , IQVI ( , )p h K  reduces to the inverse variational inequality, the well-posedness of 

which has already been dealt with [11, 36]. 
Let T  be the solution set of IQVI ( , )p h K . 

Now, we introduce some notations:        
 

Definition 1.  Let { }np P  with np p . A sequence { } n
nx  is called -approximating 

sequence corresponding to { }np  for IQVI ( , )p h K  if there exists a sequence 0n  with 0n  

such that ( , ) ( )n n nh p x K x  and  
2, ( , ) ( , ) ( ) and .

2n n n n n n nx h p x y h p x y y K x n  

When 0 , we say that { }nx  is an approximating sequence corresponding to { }np  for 
IQVI ( , )p h K . 

 
Definition 2.  Let { }np P  with np p . A sequence { } n

nx  is called LP -approximating 
sequence corresponding to { }np  for IQVI ( , )p h K  if there exists a sequence 0n  with 0n  

and n
nw  with 0nw  such that ( , ) ( )n n n nh p x w K x  and   

2, ( , ) ( , ) ( ) and   .
2n n n n n n nx h p x y h p x y y K x n  

When 0 , we say that { }nx  is LP approximating sequence corresponding to { }np  for 
IQVI ( , )p h K . 
 

Clearly every -approximating sequence (corresponding to { }np  ) is LP -approximating. 
 

Definition 3.  IQVI ( , )p h K  is -well-posed by perturbations if IQVI ( , )p h K  has a unique solution 

and for any sequence { }np P  with np p , every -approximating sequence corresponding to 
{ }np  converges to the unique solution. 

 
If 1 2 0 , then 1-well-posedness by perturbations implies 2-well-posedness by 

perturbations. 
Definition 4.  IQVI ( , )p h K  is LP -well-posed by perturbations if IQVI ( , )p h K  has a unique 

solution and for any sequence { }np P  with np p , every LP -approximating sequence 
corresponding to { }np  converges to the unique solution. 

 
When np p , LP -well-posedness by perturbations is called LP -well-posedness. 
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Definition 5.  IQVI ( , )p h K  is -well-posed by perturbations in the generalised sense if IQVI ( , )p h K  

has a non-empty solution set and for any sequence { }np P  with np p , every -
approximating sequence corresponding to { }np  has some subsequence which converges to some 
solution. 

 
Definition 6.  I Q V I (p h K  is LP -well-posed by perturbations in the generalised sense if 

IQVI ( , )p h K  has at least one solution and for any sequence { }np P  with np p , every LP -
approximating sequence corresponding to { }np  has some subsequence which converges to some 
solution.   

 
Definition 7.   A function : n nh  is said to be 
(i)  monotone if ( ) ( ), 0h x h y x y   , nx y . 
(ii) hemicontinuous if, for any , , ( ),nx y t hx t y x y x  from [0,1]  to  is continuous 
at 0 . 

 
Definition 8.  Let A , B  be non-empty subsets of n . The excess from A  to B  is defined by  

( , ) sup ( , )
a A

e A B d a B , 

where ( , ) inf
b B

d a B a b .       
 
Now, recall the notion of Mosco convergence. A sequence ( )n nH  of subsets of E  converges 

to a set H  if 
 liminf -limsupn nn n
H H w H , 

where liminf nH  is the Painlevé-Kuratowski strong limit inferior and w - limsup nH  is the Painlevé-
Kuratowski weak limit superior of a sequence ( )n nH , i.e.  

liminf { : , with }n n n nH y E y H n y y  
and  

-limsup { : , , , with }.
k k kn k k n n nw H y E n n y H k y y  

If liminf nH H , we call the sequence ( )n nH  of subsets of E  Lower Semi-Mosco which 
converges to a set H .          

We state the following lemma which will be needed in the paper. 
 

Lemma 1 [20].   Let ( )n nH  be a sequence of non-empty subsets of E  such that 
(i)  nH  is convex  n .  
(ii) 0 liminf nH H .  
(iii) there exists m  such that n

n m
H .  

Then for every 0 0intu H , there exists a positive real number  such that 0( , ) nB u H   
n m . 
If E  is a finite dimensional space, then assumption (iii) can be replaced by (iii) 0int H . 

 
Now, consider the following approximating solution set of IQVI ( , )p h K : 

For any 0 ,  
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( , )

2

( ) { : ( ( , ), ( ))

and , ( , ) ( , ) ( )},
2

p n

p B p
T x d h p x K x

x h p x y h p x y y K x
 

where ( , )B p  denotes the closed ball centred at p  with radius . 
 

CASE OF A UNIQUE SOLUTION  
In this section we investigate some metric characterisations of LP -well-posedness with 

perturbations for IQVI ( , )p h K . 
 

Theorem 1.  Let x  be a solution of IQVI ( , )p h K . Then IQVI ( , )p h K is LP -well-posed by 

perturbations if and only if ( ) 0  as 0 , where ( ) sup{ : ( )}px x x T   
0 .  

Proof:  Let IQVI ( , )p h K  be LP -well-posed by perturbations.  

Then * nx  is the unique solution of IQVI ( , )p h K .  

Let ( ) 0 as 0 . Then there exists 0  and a sequence { }np  such that IQVI ( , )p h K .  

By definition of , there exists ( )p
n nx T  such that  

*|| ||nx x .                       (1) 
Since ( )p

n nx T , there exists ( , )n np B p  such that  
1( ( , ), ( ))n n n n nd h p x K x
n

          (2) 

and 
2, ( , ) || ( , ) || ( ).

2n n n n n n nx h p x y h p x y y K x       (3) 

Clearly, np p .  
By (2), there exists ( )n ny K x  such that 1( , )n n n n nh p x y .  

Take ( , )n n n nw y h p x . Then  
( , ) ( ) and 0n n n n nh p x w K x w .         (4) 

By (3) and (4), { }nx  is LP -approximating sequence corresponding to { }np  for IQVI ( , )p h K  

which is LP -well-posed by perturbations.  
Thus 0nx x , a contradiction to (1).  
Conversely, let ( ) 0  as 0 . Then nx  is the unique solution of IQVI ( , )p h K . If x  

( )x  is another solution of IQVI ( , )p h K , then ( ) 0x x   0 , a contradiction. 

Let { }np P  with np p  and let { }nx  be LP -approximating sequence corresponding to { }np  
for max{ , , }n n n np p w . Then there exists n

nw  with 0nw  and 0n  with 
0n  such that  

( , ) ( )n n n nh p x w K x  
and  

2, ( , ) || ( , ) || ( )
2n n n n n n nx h p x y h p x y y K x n . 
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Taking n np p  and max{ , , }n n n nw , we have ( )p
n nx T  with 0n .  

Thus, ( ) 0n nx x .  
Hence IQVI ( , )p h K  is LP -well-posed by perturbations.  
      

The following example justifies the conclusion of Theorem 1. 

Example 1.  Let X , ( , ) (1 | |)h p x x p , 
[0, ), 0

( )
( ,0), 0

x
K x

x
,  [ 1,1]P , 0p , 

2 . 
Clearly, 0x  is the solution of IQVI ( , )p h K . 

Let ( ) { : ( ( , ), ( )) }pA x d h p x K x . 

When 0x , ( ) ,0
1 | |

pA
p

. 

When 0x , ( ) 0,
1 | |

pA
p

. 

Let  
2

2 2

( ) : , ( , ) ( , ) ( )

2 | | 1: ( ) .
2 4

pB x x h p x y h p x y y K x

p xx y x y K x
 

When 0x ,  
2 22 | | 1( ) 0 : 0 .

2 4
p p xB x y x y  

When 0x ,  
2 22 | | 1( ) 0 : 0

2 4
p p xB x y x y . 

 Now,  

(0, )
( ) [ ( ) ( )]p p p

p B
T A B . 

When 0x ,  

(0, )

(0, )

( ) ,0 ( )
1 | |

,0 [ ,0].
1 | |

p p

p B

p B

T B
p

p

 

When 0x ,  

(0, )

(0, )

( ) 0, ( )
1 | |

0, (0, ].
1 | |

p p

p B

p B

T B
p

p
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Thus,  

( )

( ) {sup : ( )}
, 0

sup | |
, 0p

p

x T

x x x T
x

x
x

 

and so ( ) 0 as 0 . 
Hence the problem is LP -well-posed by perturbations. 

 
Next, we give a characterisation of LP -well-posedness by perturbations using the 

approximate solution set ( )pT . 
 

Theorem 2.  Let K  be a non-empty, convex-valued, set-valued map. Let : n nh P  be 
continuous. Assume the following: 
(i) K  is non-empty convex-valued and for each sequence { }nx  converging to x , the sequence ( )n nK x  
Lower Semi-Mosco converges to ( )K x .  
(ii) For every converging sequence ( )n nx , there exists m  such that  int ( )n

n m
K x .  

Then IQVI ( , )p h K  is LP -well-posed by perturbations if and only if ( )pT   0  

and diam ( ) 0pT  as 0 . 
 
Proof:  Let IQVI ( , )p h K  be LP -well-posed by perturbations. Then ( )pT   0 .  

On the contrary, assume diam ( ) 0pT  as 0 . Then there exists a constant 0  and a 
sequence { }n  with 0n  and (1) (2){ },{ } ( )p

n n nx x T  such that  
(1) (2)|| ||n nx x n            (5) 

As (1){ } ( )p
n nx T , we have  

(1) 1( ( , ), ( ))n n n n nd h p x K x
n

          (6) 

and  
(1) (1) (1) 2, ( , ) || ( , ) || ( ) .

2n n n n n n nx h p x y h p x y y K x n        (7) 

By (6), there exists (1) ( )n nx K x  such that  
(1) (1) 1|| ( , ) ||n n n nh p x x

n
. 

Let (1) (1)( , )n n n nw x h p x .  
Thus, (1) (1)( , ) ( )n n n n nh p x w x K x  and (1) (1)( , ) 0n n n nw x h p x  as n .  
Thus, (1){ }nx  is LP -approximating sequence corresponding to { }np  for IQVI ( , )p h K .  

Similarly, (2){ }nx  is LP -approximating sequence corresponding to { }np  for IQVI ( , )p h K .  

So they both converge to the unique solution of IQVI ( , )p h K , which is a contradiction to (5).  

Conversely, let ( )pT   0  and diam ( ) 0pT  as 0 .  
Let { }np P  with np p , and let { }nx  be LP -approximating sequence for IQVI ( , )p h K .  

Then there exists 0 { } 0n  and n
nw  with 0nw  such that ( , ) ( )n n n nh p x w K x  and  

2, ( , ) || ( , ) || ( ) .
2n n n n n n nx h p x y h p x y y K x n    
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As ( , ) ( )n n n nh p x w K x , there exists ( )n nx K x  such that ( , )n n n nh p x w x .  
Now, ( ,( , ), ( ))n n nd h p x K x ( , ) 0n n n nh p x x w .  
Set max{ , , }n n n np p w .  Thus, { } ( )p

n nx T .   
Also, by hypothesis, { }nx  is a Cauchy sequence and so it converges strongly to a point x . If 1 2,x x  
are two distinct solutions of IQVI ( , )p h K , then 1 2, ( )px x T   0  and 1 20 x x  

diam ( ) 0pT , a contradiction. We claim that x  solves IQVI ( , )p h K . We prove this in the next 

two steps:  
 
(a) ( , ) ( )h p x K x .  
For each n , choose ( , ) ( )n n nh p x K x  such that  

( , ) ( , ) ( ( , ), ( )) 2 .n n n n n n n n nh p x h p x d h p x K x  
As nx x  and ( , )h  is continuous, we get ( , ) ( , )n nh p x h p x .  
Thus, it follows from above and 0  that  

*( , ) ( , ).n nh p x h p x  
Now,  

* *liminf ( ) { ( , ) : ( , ) ( ), with ( , ) ( , )}.n
n n n n n nK x h p x h p x K x n h p x h p x  

Thus, liminf ( ) ( )nK x K x  and so ( , ) ( )h p x K x .  
 
(b) , ( , ) 0x y h p x   ( )y K x .  
Consider any ( )y K x .  
By Lower Semi-Mosco convergence, we have  

( ) liminf ( )nK x K x . 
By condition (ii) in the hypothesis applied to the constant sequence x   n  implies 
int ( )K x .  
Hence from Lemma 1, for int ( )v K x , there exists 0  and m  such that ( , ) ( )nB v K x  

 n m . Thus, ( )nv K x  for n  sufficiently large.  
As { }nx  is LP -approximating sequence for IQVI ( , )p h K , we have  

*

2

* 2

, ( , ) lim , ( , )

lim || ( , ) ||
2

|| ( , ) || .
2

n n n

n n n

x h p x y x h p x y

h p x y

h p x y

 

Now, if ( ) int ( )v K x K x , let { }nv  be a sequence converging to v , whose point belongs to a 
segment contained in int ( )K x .  
Since int ( )nv K x   n , one has 

* 2, ( , ) || ( , ) || .
2n n n n nx h p x v h p x v  

As h  is continuous, this implies 
* * 2, ( , ) || ( , ) || , ( )

2
x h p x v h p x v v K x . 
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As K  is convex-valued, then  ( )y K x , [0,1]t , (1 ) ( , ) ( )tv ty t h p x K x .  
Thus, 2

2, ( , ) ( , )t tx h p x v h p x v   ( ), [0,1]y K x t .  

Taking 0t , we get that x  solves IQVI ( , )p h K .  
 

LP -WELL-POSEDNESS BY PERTURBATIONS IN THE GENERALISED SENSE  
In this section we investigate metric characterisations of LP -well-posedness in the 

generalised sense for IQVI ( , )p h K . 
 

Theorem 3.  Let x  be a solution of IQVI ( , )p h K . Then IQVI ( , )p h K  is LP -well-posed by 
perturbations in the generalised sense if and only if T is non-empty and compact, and 

( ( ), ) 0pe T T  as 0 . 
 

Proof:  Let IQVI ( , )p h K  be LP -well-posed by perturbations in the generalised sense. Then T  is 

compact as when { }nx  is any sequence in T  and sequence { }np P  with np p , then { }nx  is 
LP -approximating sequence corresponding to { }np  for IQVI ( , )p h K . So { }nx  has a sub-
sequence which converges to some point of T . Thus, T  is compact.   
If ( ( ), ) 0pe T T  as 0 , then there exists 0, 0n  with 0n  and ( )p

n nx T  such 
that  

(0, )nx T B .                       (8)  
Since ( )p

n nx T , there exists ( , )n np B p  such that  
1( ( , ), ( ))n n n n nd h p x K x
n

 

and 
2, ( , ) || ( , ) || ( )

2n n n n n n nx h p x y h p x y y K x . 

As proved in Theorem 2, { }nx  is LP -approximating sequence corresponding to { }np  for 
IQVI ( , )p h K , which is LP -well-posed by perturbations in the generalised sense. Thus, there 
exists a sub-sequence { }

knx  of { }nx  converging to some point of T . This contradicts (8).  

Conversely, let T  be compact and ( ( ), ) 0pe T T  as 0 .  
Let { }np P  with np p , and let { }nx  be LP -approximating sequence corresponding to 
{ }np . 
Then there exists n

nw  with 0nw  and 0 0n  such that ( , ) ( )n n n nh p x w K x  and 
2, ( , ) || ( , ) || ( ) .

2n n n n n n nx h p x y h p x y y K x n   

Take max{ , , }n n n nw p p . Then 0n  and ( )p
n nx T .  

Thus, ( , ) ( ( ), ) 0p
n nd x T e T T .  

Since T  is compact, there exists nx T  such that ( , ) 0n n nx x d x T . Again, from the  
compactness of T , { }nx  has a sub-sequence { }

knx  converging to x T . Hence the corresponding 

sequence { }
knx  of { }nx  converges to x , proving that IQVI ( , )p h K  is LP -well-posed by 

perturbations in the generalised sense.   
We now give the following example as an application of Theorem 3.  
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Example 2.  Consider Example 1.  
The solution set {0}T  is compact and  

[ ,0], 0
( )

(0, ], 0.
p x

T
x

 

Thus, ( ( ), ) 0pe T T  as 0 . 
Hence the problem is LP -well-posed by perturbations in the generalised sense.  

Further, characterisation is given in terms of measure of non-compactness.  
Theorem 4.  Let the assumptions be as in Theorem 2. Then IQVI ( , )p h K  is LP -well-posed by 

perturbations in the generalised sense if and only if ( )pT   0  and ( ( )) 0pT  as 
0 .  

Proof:  Let IQVI ( , )p h K  be LP -well-posed by perturbations in the generalised sense. Then 

( )pT   0 .  
By Theorem 3, T  is non-empty and compact, and ( ( ), ) 0pe T T  as 0 .  
For any 0, we have  

( ( ), ) max{ ( ( ), ), ( , ( ))}

( ( ), ).

p p p

p

T T e T T e T T

e T T
 

As T  is compact, ( ) 0T .  
Since  n , the following relation holds [37]: 

( ( )) 2 ( ( ), ) ( )

2 ( ( ), ) 0 as 0.

p p

p

T T T T

e T T
 

Conversely, let ( )pT   0  and ( ( )) 0 as 0PT .  
Let { }np P  be any sequence with np p , and let { }nx  be LP -approximating sequence for 
IQVI ( , )p h K .  

Then there exists a sequence { } 0n  with 0n  and sequence n
nw  with 0nw  such that 

( , ) ( )n n n nh p x w K x  and  
2, ( , ) || ( , ) || ( ) .

2n n n n n n nx h p x y h p x y y K x n  

As K  is non-empty, there exists ( )n nx K x  such that ( , )n n n nh p x w x .  
Now, ( ( , ), ( )) ( , ) 0n n n n n n nd h p x K x h p x x w .  
Set max{ , , }n n n np p w . Thus, ( )p

n nx T .  
We claim that ( ( ), ) 0p

ne T T  as 0 .  
As ( )p

nT , cl( ( ))p
nT  is non-empty and closed  0 .  

Thus, 
0 0

lim (cl( ( ))) lim ( ( )) 0p pT T .  

Hence 
0

(cl( ( )), cl( ( ))) 0 as 0p pT T .  

We now show that 
0
cl( ( ))pT T .  
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Obviously, 
0
cl( ( ))pT T . For the reverse containment, let 0

0
cl( ( ))px T . Then 

0( , ( )) 0pd x T   0 .  
 
Thus, given 0, 0n n   n , there exists ( )p

n nx T  such that 0( , )n nd x x .  
Hence 0nx x  and ( ( , ), ( ))n n n nd h p x K x , and  

2, ( , ) || ( , ) || ( ) .
2n n n n n n nx h p x y h p x y y K x n  

By using the fact that 0nx x , ( , )h  is continuous and by condition (i) in the hypothesis, we 
obtain that ( , ) ( )h p x K x .   
Again by Theorem 2, we get 0x T . Hence (cl( ( )), ) 0pT T  as 0  or ( ( ), ) 0pe T T  as 

0 .  
Thus, we have ( , ) ( ( ), ) 0p

nd x T e T T  as 0 .  
T  being compact, there exists nx T  such that  

 || || ( , ) 0n n nx x d x T . 
Again, from compactness of T , { }nx  has a sub-sequence { }

knx  converging to x T . Hence the 

corresponding sub-sequence { }
knx  of { }nx  converges to x . Thus, IQVI ( , )p h K  is LP -well-posed 

by perturbations in the generalised sense.        
 
LP WELL-POSEDNESS AND UNIQUENESS 
 

In this section we show that under suitable conditions, LP well-posedness by perturbations 
of an inverse quasi-variational inequality is equivalent to the existence and uniqueness of its 
solution.  
Theorem 5.  Let K  be a non-empty, convex-valued and set-valued map. Let : n nh P  be 
such that 
(i) ( , )h p  is monotone  p P  and ( , )h p  is hemicontinuous.  
(ii) ( , )h x  is continuous  nx .  
Then IQVI ( , )p h K  is LP well-posed by perturbations if and only if it has a unique solution. 
 
Proof:  The necessary condition holds true. For the sufficient condition, let IQVI ( , )p h K  has a 

unique solution x . Then ( , ) ( )h p x K x  and  
* * *, ( , ) 0 ( ).x y h p x y K x          (9) 

Let { }np P  be any sequence with np p  and { } n
nx  be LP approximating sequence 

corresponding to { }np  for IQVI ( , )p h K .  

Then there exists a sequence { } 0n  with 0n  and n
nw  with 0nw  such that 

( , ) ( )n n n nh p x w K x  and  
, ( , ) ( )n n n n nx h p x y y K x n .      (10) 

Take ( , ( )) and ( , ( , ) )n n n n nu x h x u x h p x w   n .  
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If { }nu  is unbounded, without loss of generality, we can suppose that || ||nu . 
Set 1:

n
n u u

t  and  

* *

* * * *

: ( , ) ( )

( ), ( ) [ ( , ) ( )] .
n n n n n

n n n n n n

w z g u t u u

x t x x h x t h p x w h x
 

Without loss of generality, suppose (0,1]nt  and ( , ) ( )n
nw w z g K x .  

Then ( , )w z g u . For any ( )y K x  and nx , it follows that  

* *

* *
,

( , ) , ,

( , ) , ( , ) , ( , ) ,

( ), ( ) ,

n

n n n n n

n n

h p x y z x g y x

h p x y z z h p x y z x h p x y x x

g g x g h x x h x y x

 

,

* *

{ ( , ) , } { ( , ) , ( , ) , }

(1 ){ ( , ) , ( ) , (11)

n n n n n n n n n

n n

h p x y z z g g x t h p x y x x h p x w y x

t h p x y x x h x y x

As ( , )h p  is monotone, it follows from (10) and (11) that  

,

* *

,

* *

( , ) , ,

( , ) , { ( , ) , ( , ) , }

(1 ){ ( , ) , ( ) , }

{ ( , ) , } { ( , ) , , }

(1 ){ ( , ) , ( ) , }

n

n n n n n n n n n n

n n

n n n n n n n n

n n

h p x y z x g y x

h p x y z z g g x t h p x y x x h p x w y x

t h p x y x x h x y x

h p x y z z g g x t h p x y x w x

t h p x y x x h x y x
* *

,

*

{ ( , ) , } (1 ){ ( , ) , ( ) , }

, ( ).

n n n n n

n
n n n n

h p x y z z g g x t h p x y x x h x y x

t t w x x y K x

Let n ; we get that  
*

* *

* * *

* * *

( ) , , ( , ) , ,

( ) , ( ) ,

( ) , ( ) ,

( ) , ( ).n

h x y z x g y x h p x y z x g y x

h x y x x h x y x

h x y x x h x y x

h x y x x y K x

   

This together with (9) implies that  
*( ) , , 0 ( )nh x y z x g y x x y K x .    (12) 

For any nx  and ( )y K x , define ( ) ( )z t z t x z  and  
  ( ) ( ) [0,1]g t g t y g t . 

Thus, (12) implies ( ( )) ( ), ( ) ( ), ( ) 0h z t g t z z t g g t z t , i.e.  
  ( ( )) ( ), , ( ) 0h z t g t z x g y z t . 

Let 0t , we get that  
*( ) , , 0 ( ).nh z g z x g y z x y K x                 (13) 

Letting y g  in (13) and x z r , we get that ( ) , 0h z g r , where  is arbitrary and 
nr  is also arbitrary. Thus,  

*( ) ( )h z g K x .          (14) 
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From (13) and (14), we get that ( ) , 0h z y z   ( )y K x , and so z  solves IQVI( , )h K .  
Thus, z x , which contradicts ( , ( )) ( , ( ))z h z x h x . So we can suppose that { }nu  is bounded. 
Let { }

knu  be any sub-sequence of { }nu  such that ( , )
knu x g  as k . It is sufficient to show 

that x  is a solution of IQVI( , )h K .  
It follows from (10) that ( , ) ( )

k k k kn n n nh p x w K x  and  

, ( , ) ( )
k k k k k kn n n n n nx h p x y y K x k .      (15) 

Let k  in (15); we get that  
( , ) ( )h p x K x  

and 
, ( , ) 0 ( )x h p x y y K x . 

Thus, x  is a solution of IQVI( , )h K .  
 

Remark 1.  Theorem 5 generalises Theorem 4.1 of Hu and Fang [36], in which the equivalence of 
LP well-posedness and uniqueness of solution for the inverse variational inequality is derived. 
 
CONCLUSIONS 
 

We have established the Levitin-Polyak well-posedness for an inverse quasi-variational inequality 
and some metric characterisations have been given. 
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Abstract:  The Fibonacci-Padovan sequence modulo m was studied. Also, the Fibonacci-
Padovan orbits of j -generator finite groups such that 2 5j≤ ≤  was examined. The 
Fibonacci-Padovan lengths of the groups 8Q , 8 2mQ Z×  and 8 2mQ Zϕ×  for 3m ≥ , where Z 

is integer, were then obtained.  
 
    Keywords:  Fibonacci-Padovan sequences, recurrence sequences, Fibonacci-Padovan orbits 

of finite groups, matrix 
__________________________________________________________________________ 
 
INTRODUCTION AND PRELIMINARIES 
 

It is well known that linear recurrence sequences appear in modern research in many fields 
from mathematics, physics, computer science and architecture to nature and art [e.g. 1-10]. The 
study of recurrence sequences in groups began with an earlier work of Wall [11], who investigated  
the ordinary Fibonacci sequences in cyclic groups. The concept was extended to some special linear 
recurrence sequences by several authors [e.g. 12-21]. In this paper, we extend the theory to the 
Fibonacci-Padovan sequences. 

A Fibonacci-Padovan sequence { }na  is defined [22] recursively by the equation 

                                                  1 2 3 52 2n n n n na a a a a− − − −= + − +                                                 (1) 

for 5n ≥ , where 0 1 2 3 41, 1, 3, 3, 7a a a a a= = = = = .  
Kalman [23] mentioned that these sequences are special cases of a sequence which is defined 
recursively as a linear combination of the preceding k terms:  

0 1 1 1 1n k n n k n ka c a c a c a+ + − + −= + + +L , 
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where 0 1 1, , , kc c c −L  are real constants. Kalman [23] derived a number of closed-form formulas for 
the generalised sequence by companion matrix method as follows: 

 

                                          

0 1 2 2 1

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0k ij k k

k k

A a

c c c c c

×

− −

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎡ ⎤= =⎣ ⎦ ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

L
L
L

M M ML M M
L

.                                          (2) 

Then by an inductive argument he obtained: 
 

                                                          

0

1 1

1 1

n

nn
k

k n k

a a
a a

A

a a

+

− + −

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

M M
.                                                       (3) 

 
            It is well known that a sequence, including that of group elements, is periodic if, after a 
certain point, it consists only of the repetition of a fixed sub-sequence. The number of elements in 
the repeating sub-sequence is the period of the sequence. For example, the sequence 

, , , , , , , , , , , , ,a b c d e b c d e b c d e L  is periodic after the initial element a  and has period 4. A sequence of 
group elements is simply periodic with period k if the first k elements in the sequence form a 
repeating sub-sequence. For example, the sequence , , , , , , , , , , , , , , , , , ,a b c d e f a b c d e f a b c d e f L  is 
simply periodic with period 6. 
 
Definition 1.  For a finite generated group AG = , where { }1 2, , ..., nA a a a= , the sequence 

1+= ii ax , 10 −≤≤ ni , ∏
=

−++ =
n

j
jini xx

1
1 , 0≥i  is called the Fibonacci orbit of G  with respect to the 

generating set A , denoted by ( )GFA . If ( )GFA  is periodic, then the length of the period of the 
sequence is called the Fibonacci length of G  with respect to the generating set A , written 

( )ALEN G  [24]. 
 
FIBONACCI-PADOVAN SEQUENCES  MODULO m 
 

By (1) and (3), we can write 

                                                 

1

2 1

3 2

4 3

5 4

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 2 2 1

n n

n n

n n

n n

n n

a a
a a
a a
a a
a a

+

+ +

+ +

+ +

+ +

⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥=
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥−⎣ ⎦⎣ ⎦ ⎣ ⎦

                                         (4) 

for the Fibonacci-Padovan sequence.  Let us take 
 

Maejo Int. J. Sci. Technol.  2014, 8(03), 279-287

280



 

5 5

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 2 2 1

ijM m
×

⎡ ⎤
⎢ ⎥
⎢ ⎥

⎡ ⎤ ⎢ ⎥= =⎣ ⎦ ⎢ ⎥
⎢ ⎥
⎢ ⎥−⎣ ⎦

. 

which is said to be Fibonacci-Padovan matrix. By mathematical induction, it can be shown that, for 
0n ≥ , 

 

                                                              
1

2

3

4

1
1
3
3
7

n

n
n

n

n

n

a
a

M a
a
a

+

+

+

+

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥ =
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

                                                         (5)                

 
Reducing the Fibonacci-Padovan sequence by a modulus m , we can get the repeating 

sequence denoted by 
( ){ } ( ) ( ) ( ) ( ) ( ) ( ){ }0 1 2 3 4, , , , , , ,n ia m a m a m a m a m a m a m= L L  

where ( ) ( )mod i ia m a m≡ . It has the same recurrence relation as in (1).  
 
Theorem 1.  ( ){ }na m  is a simple periodic sequence.  

Proof.  Let ( ){ }1 2 5, , , 0 1iU x x x x m= ≤ ≤ −L . Then we have 5U m=  being finite; that is, for any 

0j ≥ , there exists i j≥  such that ( ) ( )4 4i ja m a m+ +≡ , ( ) ( )3 3i ja m a m+ +≡ , ( ) ( )2 2i ja m a m+ +≡ , 

( ) ( )1 1i ja m a m+ +≡  and ( ) ( )i ja m a m≡ . From the definition of the Fibonacci-Padovan sequence, we 
have 5 4 3 22 2n n n n na a a a a+ + + += + − + ; that is, 4 3 2 52 2n n n n na a a a a+ + + += + − − . Then we can easily get 
that ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 2 2 1 1 0, , , ,i j i j i j i ja m a m a m a m a m a m a m a m− − − − − + −≡ ≡ ≡ ≡L , which implies 
that ( ){ }na m is a simple periodic sequence.    

 
Let ( )l m  denote the smallest period of ( ){ }na m  and p is used for a prime number. 

Example. We have ( ){ } { }2 1,1,1,1,1,0,1,0,1,0,0,1,1,0,0,0,1,0,0,0,0,1,1,1,1,1,na = L , and then 
repeat. So we get ( ) 21l m = . 
            For a given matrix ijA a⎡ ⎤= ⎣ ⎦  with ija ’s being integers, ( )modA m  means that every entry 

of A  is a reduced modulo m ; that is, ( ) ( )( )mod modijA m a m≡ . Let ( ){ }mod 0u
i u

p
M M p i= ≥  

be a cyclic group and let up
M  denote the order of up

M . It is easy to see from (5) that 

( ) u
u

p
l p M= .        
 
Theorem 2.  Let t  be the largest positive integer such that ( ) ( )tl p l p= . Then ( ) ( )tl p p l pα α−= ⋅ , 
for every tα ≥ . 

Proof.  Let q  be a positive integer. Since ( ) ( )
1

1mod
ql p qM I p

+
+≡ ; that is, ( ) ( )

1

mod
ql p qM I p

+

≡ , we 

get that ( )ql p  divides ( )1ql p + . On the other hand, writing ( ) ( )( )ql p q q
ijM I m p= + ⋅ , we have 
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( ) ( )( )( ) ( )( ) ( )1

0
mod

q pp kl p p q qq q q
ij ij

k

p
M I m p m p I p

k
⋅ +

=

⎛ ⎞
= + ⋅ = ⋅ ≡⎜ ⎟

⎝ ⎠
∑ , 

which yields that ( )1ql p +  divides ( )ql p p⋅ . Therefore, ( ) ( )1q ql p l p+ =  or ( ) ( )1q ql p l p p+ = ⋅ , and 

the latter holds if and only if there is a ( )q
ijm  which is not divisible by p . Since ( ) ( )1t tl p l p +≠ , 

there is an ( )1t
ijm +  which is not divisible by p ; thus, ( ) ( )1 2t tl p l p+ +≠ . The proof finishes by 

induction on t .  

Theorem 3.  If ( )
1

, 1i

t
e
i

i

m p t
=

= ≥∏  where ip ’s are distinct primes, then ( )l m = lcm ( )ie
il p⎡ ⎤

⎣ ⎦ .  

Proof.  The statement ‘ ( )ie
il p  is the length of the period of ( ){ }ie

n ia p ’ implies that the sequence 

( ){ }ie
n ia p  repeats only after blocks of length ( )ie

iu l p⋅ , ( )u N∈ , where N is natural number ; and 

the statement ‘ ( )l m  is the length of the period ( ){ }na m ’ implies that ( ){ }ie
n ia p  repeats after ( )l m  

terms for all values i . Thus, ( )l m  is of the form ( )ie
iu l p⋅  and since any such number gives a 

period of ( ){ }na m , then we get that ( )l m = lcm ( )ie
il p⎡ ⎤

⎣ ⎦ .  
  
            Let ( ) ( )

1 2 5, , ,a a al pL  denote the smallest period of the integer-valued recurrence relation 

1 2 3 52 2n n n n nu u u u u− − − −= + − + , 1 1 2 2 5 5, , ,u a u a u a= = =L  where each entry is a reduced modulo p .  
 
Then we have the following theorem. 
  
Theorem 4.  If 1 2 5 1 2 5, , , , , , ,a a a x x x Z∈L L , where Z is integer, such that ( )1 2 5gcd , , , , 1a a a p =L  
and ( )1 2 5gcd , , , , 1x x x p =L , then 

( ) ( ) ( ) ( )
1 2 5 1 2, , , , , ka a a x x xl p l p=L L . 

Proof. Let ( ) p
l p M r= = . From (4), it is clear that 

1 1

2 2

3 3

4 4

n r n

n r n
r

n r n

n r n

n r n

u u
u u
u M u
u u
u u

+

+ + +

+ + +

+ + +

+ + +

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

. So naturally 

1 1

2 2

3 3

4 4

mod

n r n

n r n

n r n

n r n

n r n

u u
u u
u u p
u u
u u

+

+ + +

+ + +

+ + +

+ + +

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥≡
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

. This completes the proof.   

 
Conjecture 1.  If p  is a prime, then there exists a σ  with 0 5σ≤ ≤  such that 

p
M  divides 

( )6p pσ− . 

Conjecture 2.  If p  is a prime such that 2p > , then 
p

M  is an even integer number. Table 1 

lists some primes for which Conjectures 1 and 2 are true. 
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Table 1.  Orders of the cyclic group 
p

M
  

   
2 21 

 
3 104 

 
5 120 

 
29 12194 

 
31 9930 

 
47 72224 

 
71 357910 

 
83 6888 

 
101 100 

 
211 210 

 
401 160800 

 
523 91176 

 
811 59267970 

 
1973 5125429148 

 
2221 365194662 

 
4657 2710956 

 
9473 44868864 

 
30137 454119384 

 
 

FIBONACCI-PADOVAN ORBITS OF FINITE GROUPS 
 
             Let G  be a finite j -generator group and let X  be the subset of 

j

G G G G× × ×L1 4 4 2 4 4 3  such that 

( )0 1 1, , , jx x x X− ∈L  if and only if G  is generated by 0 1 1, , , jx x x −L . We call ( )0 1 1, , , jx x x −L  a 
generating j -tuple for G .  
 
Definition 2.  The Fibonacci-Padovan orbits of finite groups with j -generating ( 2 5j≤ ≤ ) are 
defined as follows:   
i.  Let G  be a 2-generator group. For a generating pair ( )0 1,x x X∈ , the Fibonacci-Padovan orbit 

( )
0 1,x x

FP G  is defined by the sequence { }ib  of elements of G  such that  

0 0b x= , 1 1b x= , ( ) ( )2
2 0 1b b b= , ( ) ( ) ( )2 2

3 0 1 2b b b b−= , ( ) ( ) ( )2 2
4 1 2 3b b b b−= , 

 ( )( ) ( ) ( )2 2
5 3 2 1n n n n nb b b b b−

− − − −=  for 5n ≥ . 
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ii.  Let G  be a 3-generator group. For a generating triplet ( )0 1 2, ,x x x X∈ , the Fibonacci-Padovan 
orbit ( )

0 1 2, ,x x x
FP G  is defined by the sequence { }ib  of elements of G  such that  

0 0b x= , 1 1b x= , 2 2b x= , ( ) ( ) ( )2 2
3 0 1 2b b b b−= , ( ) ( ) ( )2 2

4 1 2 3b b b b−= , 

 ( )( ) ( ) ( )2 2
5 3 2 1n n n n nb b b b b−

− − − −=  for 5n ≥ . 
iii.  Let G  be a 4-generator group. For a generating quadruplet ( )0 1 2 3, , ,x x x x X∈ , the Fibonacci-
Padovan orbit ( )

0 1 2 3, , ,x x x x
FP G  is defined by the sequence { }ib  of elements of G  such that  

0 0b x= , 1 1b x= , 2 2b x= , 3 3b x= , ( ) ( ) ( )2 2
4 1 2 3b b b b−= , 

 ( )( ) ( ) ( )2 2
5 3 2 1n n n n nb b b b b−

− − − −=  for 5n ≥ . 
iv. Let G  be a 5-generator group. For a generating quintuplet ( )0 1 2 3 4, , , ,x x x x x X∈ , the Fibonacci-
Padovan orbit ( )

0 1 2 3 4, , , ,x x x x x
FP G  is defined by the sequence { }ib  of elements of G  such that  

0 0b x= , 1 1b x= , 2 2b x= , 3 3b x= , 4 4b x= , 

 ( )( ) ( ) ( )2 2
5 3 2 1n n n n nb b b b b−

− − − −=  for 5n ≥ . 

The classic Fibonacci-Padovan sequence in the integers modulo m  can be written as ( )0,1mFP Z . 
 
Theorem 5.  A Fibonacci-Padovan orbit of a finite group which is generating ( ) is simply 
periodic. 
 
Proof.  Let us consider the group G  as a 4-generator group and let ( )0 1 2 3, , ,x x x x  be a generating 

quadruplet of G . If the order of G  is n , there are 5n  distinct 5-tuples of elements of G . So at least 
one of the 5-tuples appears twice in the Fibonacci-Padovan orbit of G  for the generating quadruplet 
( )0 1 2 3, , ,x x x x ; that is, the sub-sequence following these 5-tuples repeats. Hence the Fibonacci-
Padovan orbit is periodic. Since the Fibonacci-Padovan orbit for the generating quadruplet 
( )0 1 2 3, , ,x x x x  is periodic, there are positive integers i  and j , with i j> , such that 1 1i jb b+ += , 

2 2i jb b+ += , 3 3i jb b+ += , 4 4i jb b+ +=  and 5 5i jb b+ += . By the defined relation of a Fibonacci-Padovan 
orbit, we know that 

( ) ( ) ( ) ( )1 2 2
5 4 3 2i i i i ib b b b b− −

+ + + +=  
and 
                                                       ( )( ) ( ) ( )1 2 2

5 4 3 2j j j j jb b b b b
− −

+ + + += . 
Thus, i jb b= , and it  follows that  

0 0i j j jb b b x− −= = = , ( )1 1 11i j j jb b b x− + − −= = = ,  

( )2 2 22i j j jb b b x− + − −= = = , ( )3 3 33i j j jb b b x− + − −= = = . 

So the Fibonacci-Padovan orbit ( )
0 1 2 3, , ,x x x x

FP G  is simply periodic. The proof for the 2-generator 

groups, the 3-generator groups and the 5-generator groups is similar to the above and is omitted. 
           We denote the periods of the orbits ( )

0 , , kx x
FP G

L
with 1 4k≤ ≤  by ( )

0 , , kx x
LFP G

L
. From the 

definition, it is clear that the period of a Fibonacci-Padovan orbit of a finite group depends on the 
chosen generating set and the order for the assignments of 0 , , kx xL  such that  1 4k≤ ≤ . 
 

Maejo Int. J. Sci. Technol.  2014, 8(03), 279-287

284



 
Definition 3.  Let G  be a finite group. If there exists a Fibonacci-Padovan orbit of the group G  
such that every element of the group G  appears in the sequence, then the group G  is called 
Fibonacci-Padovan sequenceable. 
            We now address the periods of the Fibonacci-Padovan orbits of specific classes of finite 
groups. The usual notation 1 2G Gϕ×  is used for the semidirect product of the group 1G by 2G, where 

( )2 1: AutG Gϕ →  is a homomorphism such that bbϕ ϕ=  and 1 1:b G Gϕ →  is an element ( )1Aut G .  
            The quaternion group 8Q  is defined by  

4 2 2 1 1
8 , : , ,Q x y x e y x y xy x− −= = = = ; 

the direct product 8 2mQ Z×  ( )3m ≥  is defined by  

 4 2 2 1 2
8 2 , , : , , [ , ] [ , ]m

mQ Z x y z x e y x y xyx z x z y z e−× = = = = = = = ; 

and the semidirect product 8 2mQ Zϕ×  ( )3m ≥  is defined by  
4 2 2 1 2 1 1

8 2 , , : , , , ,m
mQ Z x y z x e y x y xyx z e z xzx e z yzy eϕ

− − −× = = = = = = = , 

where, if 2mZ z=  , then ( )2 8: AutmZ Qϕ →  is a homomorphism such that ;zzϕ ϕ=  8 8:z Q Qϕ →  
is defined by zx xϕ =  and 1

zy yϕ −= .  
 
Theorem 6.  ( ) ( )8 8, ,

42.
x y y x

LFP Q LFP Q= =  

Proof.  ( )8 ,y x
FP Q  is 

3 3 3 3 3 3 3 2 2 3 2 3

3 3 3 2 3 2 3 3 3 3

, , , , , , , , , , , , , , , , , , , , , , ,
, , , , , , , , , , , , , , , , , , , , , , , ,

y x x x yx y xy y x y e y x yx y y y xy y e e y x x
x x y x y xy y xy y y x yx e y y x y e e e y x x x yx L

 
 
which has period ( )8 ,

42
y x

LFP Q = .  

            The proof for the orbit ( )8 ,x y
FP Q  is similar to the above and is omitted. 

Remark 1.  The quaternion group 8Q  is Fibonacci-Padovan sequenceable. 
 
Theorem 7.  The period of the Fibonacci-Padovan orbit of the direct product 8 2mQ Z×  ( )3m ≥  for 
each generating triplet is ( )lcm 42, 2l m⎡ ⎤⎣ ⎦ . 
 
Proof.  Consider the Fibonacci-Padovan orbit ( )8 2 , ,m x y z

FP Q Z× :  
0 3 5 6 7 8 9 101 2 4

13 15 16 17 18 19 2011 12 14 21

23 25 26 27 28 29 30 322 24

2 3 3

2 2 3 3 2

2 3 3

, , , , , , , , , , , , ,
, , , , , , , , , , ,

, , , , , , , , ,

a a a a a a a aa a a

a a a a a a aa a a a

a a a a a a a aa a

x y z z y z x z xyz yxz yxz xyz yz x z yz
xz yz y z xz xyz yz y z z x z y z x z
z y z xz xyz xyz xyz yxz yz x z y z 1 32

33 34 35 36 37 38 39 40 4341 42 443 3 2

, ,
, , , , , , , , , , , , .

a

a a a a a a a a aa a a

xz
y z z x z xyz yz z z xz yz z z y z L

 

Using the above information, the sequence becomes:  
2 3

0 1 2 3 4

40 41 42 43 2 44
42 43 44 45 46

42 2 42 1 42 42 1 2 42 2
42 42 1 42 2 42 3 42 4

, , , , , ,

, , , , , ,

, , , , , .i i i i i
i i i i i

b x b y b z b z b y z

b xz b yz b z b z b y z

b xz b yz b z b z b y z⋅ − ⋅ − ⋅ ⋅ + ⋅ +
⋅ ⋅ + ⋅ + ⋅ + ⋅ +

= = = = =

= = = = =

= = = = =

L

L

L
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The sequence can be said to form layers of length 42. So we need an i  such that 

2 3
42 42 1 42 2 42 3 42 4, , , ,i i i i ib x b y b z b z b y z⋅ + ⋅ + ⋅ + ⋅ += = = = = . It is easy to see that the Fibonacci-Padovan 

orbit ( )8 2 , ,m x y z
FP Q Z×  has period ( )lcm 42, 2l m⎡ ⎤⎣ ⎦ .    

            The proof for other generating triplets is similar to the above and is omitted. 
 
Theorem 8.  The period of the Fibonacci-Padovan orbit of the direct product 8 2mQ Zϕ×  ( )3m ≥  for 
each generating triplet is ( )lcm 42, 2l m⎡ ⎤⎣ ⎦ . 

Proof.  Consider the Fibonacci-Padovan orbit ( )8 2 , ,m y x z
FP Q Zϕ× :  

0 3 5 6 7 8 9 101 2 4

13 15 16 17 18 19 2011 12 14 21

23 25 26 27 28 29 3022 24

2 3 3

3 3 3 2 3 3 2

2 2 3 3

, , , , , , , , , , , , ,
, , , , , , , , , , ,
, , , , , , , , ,

a a a a a a a aa a a

a a a a a a aa a a a

a a a a a a aa a

y x z z x z y z yxz yxz xyz yxz xz yz x z
y z x z z yz yxz x z z y z y z x z x z
x z y z yz yxz xyz xyz yxz x z y z x 31 32

33 34 35 36 37 38 39 40 4341 42 44

3 3

3 2 3 2

, ,
, , , , , , , , , , , , .

a a

a a a a a a a a aa a a

z y z
x z x z yz yxz x z z z yz xz z z x z L

 

Using the above information, the sequence becomes: 
2 3

0 1 2 3 4

40 41 42 43 2 44
42 43 44 45 46

42 2 42 1 42 42 1 2 42 2
42 42 1 42 2 42 3 42 4

, , , , , ,

, , , , , ,

, , , , , .i i i i i
i i i i i

b y b x b z b z b x z

b yz b xz b z b z b y z

b xz b yz b z b z b x z⋅ − ⋅ − ⋅ ⋅ + ⋅ +
⋅ ⋅ + ⋅ + ⋅ + ⋅ +

= = = = =

= = = = =

= = = = =

L

L

L
 

The sequence can be said to form layers of length 42. So we need an i such that 
2 3

42 42 1 42 2 42 3 42 4, , , ,i i i i ib y b x b z b z b x z⋅ + ⋅ + ⋅ + ⋅ += = = = = . It is easy to see that the Fibonacci-Padovan orbit 

( )8 2 , ,m y x z
FP Q Zϕ×  has period ( )lcm 42, 2l m⎡ ⎤⎣ ⎦ .    

            The proof for other generating triplets is similar to the above and is omitted. 
 
Remark 2.  If ( )2 2l m m<  and ( )42 2l m , the groups 8 2mQ Z×  and 8 2mQ Zϕ×  such that 3m ≥  are 
not Fibonacci-Padovan sequenceable (where, by ( )42 2l m , we mean that 42 divides ( )2l m ).   
 
CONCLUSIONS 
 
              Examining the Fibonacci-Padovan sequence modulo m , we have defined the Fibonacci-
Padovan orbits of j -generator finite groups for 2 5j≤ ≤ . Furthermore, we have obtained the 
Fibonacci-Padovan lengths of the groups 8Q , 8 2mQ Z×  and 8 2mQ Zϕ×  for 3m ≥ . 
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Abstract:  The effects of megasonication (MS) with electrolysed oxidising (EO) water (MS/EO 
treatment) on Fusarium sp. which causes postharvest decay of pineapple cv. Phu Lae were 
investigated. Spore suspensions containing 105 conidia mL-1 and 1 cm mycelium discs of Fusarium 
sp. were subjected to MS (1 MHz) in EO water with available free chlorine at 100 ppm for 10 min., 
and compared with non-treated control samples. The MS/EO treatment completely inhibited spore 
germination and mycelial growth for 3 days and reduced fruit decay. Development of Fusarium sp. 
on de-crowned pineapple fruit was also investigated by scanning electron microscopy. The fungal 
growth was restricted on de-crowned pineapple fruit for 72 hr, following MS/EO treatment. The 
MS/EO treatment also enhanced the activity of two enzymes: phenylalanine ammonia lyase (PAL) 
and peroxidase (POD), which play important roles in plant defense responses. 

 
Keywords:  megasonication, electrolysed oxidising water, pineapple, Fusarium sp., pineapple, fruit 
decay, crown rot 
_______________________________________________________________________________________ 
 
INTRODUCTION  
 

Pineapple is a commercially important crop in Thailand. A high incidence of postharvest 
diseases in pineapple is primarily caused by the fungi Ceratocystis paradoxa and Fusarium sp. The 
fungi preferentially penetrate wounds caused by de-crowning during postharvest handling, prior to 
export [1]. Several fungicides are presently used as postharvest treatments to control fruit-decay-
causing fungi. Fungal decay of pineapple fruit may be controlled by dipping in Triabendazole or 
Benomyl and methyl bromide fumigation. However, these chemicals may also leave toxic residues 
and cause environmental pollution. Advanced oxidation techniques have been used as alternatives 
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to conventional fungicides for controlling plant diseases [2-4]. In a similar manner, our present 
study aims at testing a combination of megasonication (MS) by high-frequency ultrasound and 
electrolysed oxidising (EO) water to control postharvest fungal decay in de-crowned pineapple fruit. 

Ultrasound refers to sound wave with frequency above those audible to humans [5]. It 
causes chemical and physical changes to biological structures (in a liquid medium) owing to the 
rapid formation and destruction of cavitation bubbles [6]. The potential use of ultrasound in food 
industry has been recognised since the 1970s [7]. Chemat et al. [8] stated that it can be used in food 
processing, preservation and extraction at 100-1000 kHz. In addition, using MS at 1 MHz can also 
reduce chlorpyrifos residue on bird’s chili [9]. Ultrasound treatment significantly reduces spoilage 
and pathogenic microorganisms in fruits and vegetables [6]. Consequently, it has been used in 
postharvest treatments to reduce decay and to maintain the quality of fruits and vegetables.  

EO water, an alternative to chlorinated water, was developed in Japan [10]. It has been 
studied for use in aquaculture [11], agricultural and food industrial processes [12, 13], as well as in 
postharvest disease control [14-16].  It is produced by electrolysing a dilute solution of sodium 
chloride, using an ion exchange membrane to separate the anode from the cathode. Water collected 
at the anode has unique oxidising properties due to its hypochlorous acid (HOCl) content and low 
pH [10]. 

Plants’ defence-related enzymes such as phenylalanine ammonia lyase (PAL) and 
peroxidase (POD) are also involved in defence against pathogenic microorganisms. PAL, a key 
enzyme in the phenylpropanoid pathway, induces the synthesis of various fungitoxic phytoalexins 
[17]. POD is involved in the cross-linking of cell-wall components and the generation of antifungal 
metabolites [18]. These enzymes induce active defence mechanisms against pathogens [17]. In this 
study, which is a continuation of our previous experiments [19],  the effects of MS and EO water on 
decay and elicitation of defence enzymes is also investigated.  
 
MATERIALS AND METHODS    
Fungal Culture   
  Fusarium sp. was obtained from the culture stock of the Department of Biology, Faculty of 
Science, Chiang Mai University. The fungi were cultured on potato dextrose agar (PDA) for 7 days 
at 25°C. A spore suspension was prepared by adding 10 mL of sterile distilled water to the 
Fusarium sp. cultured on a petri dish and the spores were transferred to 100 mL of sterile distilled 
water in a 250-mL conical flask. The suspension was shaken for 10 min. on an orbital shaker at 25° 
and filtered through two layers of sterile muslin. The spore suspension was diluted with sterile 
distilled water to a concentration of 105 spores mL-1 as determined by the haemacytometer. 
 
Generation of EO Water and Megasonic Treatment 

The conditions used in our previous work [19] were employed. To mention briefly, EO 
water was generated by electrolysis in a chamber with positively and negatively charged titanium 
electrodes coated with TiO2 and separated by a polypropylene membrane. Water (12 litres) 
containing 5% NaCl was introduced into the system. The electrodes were then subjected to direct 
current of 8 A and 8 V from a DC power source. The pH was recorded with a pH/ion meter and the 
oxidation-reduction potential (ORP) was measured by a pH/ORP meter. The amount of free-
chlorine concentration was determined by the N,N-diethyl-p-phenylenediamine test [20]. The EO 
water, with an initial free-chlorine concentration of 650 ppm, was diluted with distilled water to 100 
ppm and used for the microbiological study within 5 hr.  

Maejo Int. J. Sci. Technol.  2014, 8(03), 288-296

289



 
For fungal study, spore suspensions or mycelium discs were sonicated in a megasonic 

polyethylene cylinder reactor, 10 cm in diameter, with an input power of 3W and a frequency of 1 
MHz (Honda Electronics Co., Japan). 

For fruit treatment, the fruits (up to 10 kg) were subjected to megasonic waves of 3W at a 
constant frequency of 1 MHz. The experiments were carried out in an ultrasonic 50-L water bath,  
dimensions: 44.5 × 51.5 × 35 cm (Honda Electronics Co., Japan). 

 
Spore Survival and Mycelial Growth 
  
  One mL of a 1x105 spore suspension or 1 cm of mycelium disc was placed in the megasonic 
chamber containing 9 mL of EO water (freshly prepared) with a free-chlorine concentration of 100 
ppm and subjected to continuous MS at 1 MHz for 10 min. at room temperature. Subsequently, 0.1 
mL of the treated spore suspension in EO water was added to 0.9 mL of 0.1N sodium thiosulfate. 
After well mixing, the spread-plate technique was applied; 0.1 mL of the solution was spread on a 
PDA plate. A mycelial disc was placed onto a PDA plate, which was then incubated at 27°. The 
fungal survival was expressed as the number of colony-forming units (cfu mL-1) after incubation for 
48 hr and the mycelial growth was recorded daily. Each treatment consisted of 9 replicates and the 
experiment was repeated twice independently. The control treatment consisted of a 1-mL spore 
suspension or 1 cm of mycelium disc in 9 mL of distilled water in place of EO water.     
  
Disease Incidence and Quality Changes  

The prepared spore suspension (0.1 mL) was artificially inoculated on the centre of de-
crowned pineapple fruit. All treated fruits__two groups of 36 fruits each__were incubated at room 
temperature for 3 hr. The first group was immersed in the MS chamber with the dimension of 44.5 
× 51.5× 35 cm, containing EO water with a free-chlorine concentration of 100 ppm, and subjected 
to continuous MS at 24W and a constant frequency of 1 MHz. The second group of pineapple fruits 
washed with distilled water were used as control. The treated fruits were then placed in a basket and 
air-dried. After that the fruits were covered with plastic bags and maintained at 13° for 20 days. 
Samples were taken at 5-day intervals during storage for decay monitoring. To determine changes 
in fruit quality, weight loss and pH were measured. Total soluble solids was determined with a 
digital refractometer (Atago, Model PAL-a, Japan) using 2-3 drops of juice obtained by squeezing 
the fruits [21]. Titratable acidity was assessed as outlined by AOAC [22]. Ascorbic acid was 
determined by dichloroindophenol method [23]. The experiment was repeated twice.     

 
Disease Development  
   De-crowned pineapple fruits were inoculated with a 1x105 spore suspension of Fusarium sp. 
and subjected to MS with EO water following the procedure mentioned above. De-crowned fruits 
treated with distilled water were used as control. To observe the varying stages of fungal 
penetration, fruit samples were taken at 12, 24, 48 and 72 hr after treatment. The samples were 
preserved in formaldehyde-acetic acid-alcohol solution. Pieces of 3-10 mm were cut out of the 
samples. After three rinses of 5 minutes each in sterile distilled water, the samples were mounted 
with carbon adhesion tape on a specimen holder and examined under a scanning electron 
microscope (KEYENCE VE-9800, Japan) at an acceleration voltage of 5 kV.  
 
Plant’s Defense-Related Enzymes       

De-crowned pineapple fruits were inoculated with Fusarium sp. and subjected to MS/EO- 
water treatment as described above. On every five days of storage, healthy, non-infected areas of 
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the sampled fruit were separated, cut into small pieces, frozen in liquid nitrogen, freeze-dried and 
stored at -21° for enzyme assays. The sampling was done in triplicate. De-crowned fruits treated 
with distilled water were used as control. 

For PAL assay, freeze-dried samples of de-crowned pineapple fruit (1.0 g) were 
homogenised with 10 mL of 150mM Tris buffer (pH 8.5). The homogenate was centrifuged at 
12000 g for 30 min. at 4°. The supernatant was analysed for enzyme activity. The PAL assay 
system routinely consisted of the supernatant (1 mL), 50 mM L-phenylalanine (1 mL) and buffer (1 
mL). The change in absorbance at 290 nm was monitored after 1 hr of reaction at 40°. Under these 
conditions, a change in absorbance of 0.01 was found to be equivalent to the production of 3.09 
nmoles of cinnamic acid [17]. One unit of enzyme activity was defined as the production of 1 nmol 
cinnamic acid per hr.       

For POD assay, the freeze-dried samples of de-crowned pineapple fruit (0.5 g) were 
homogenised with 20 mL of 0.10M sodium phosphate buffer (pH 7.0) containing 3mM 
ethylenediaminetetraacetic acid and 0.1 g of polyvinyl pyrrolidone. The homogenate was 
centrifuged at 12000 g for 20 min. at 4°. The supernatant was analysed for POD activity, which was 
determined spectrophotometrically at 470 nm [24]. The reaction medium contained 2.855 mL 
sodium phosphate buffer (0.10M, pH 7.0), 45 μL guaiacol (1%), 40 μL H2O2 (0.3%) and 60 μL 
supernatant. The absorbance was recorded at 470 nm and one unit of enzyme activity was defined 
as the amount causing an absorbance change of 0.01 per min.  

The specific activity of the enzymes was expressed as units/ mg protein. Soluble protein 
content was determined using bovine serum albumin as standard [25].     
 
RESULTS AND DISCUSSION   
Spore Survival and Mycelial Growth   
 Spores treated with MS/EO water were completely inactivated (spore survival population = 
0 log cfu mL-1). In the control group spore survival was 7.88 log cfu mL-1. The concentration of free 
chlorine in EO water was sufficient to reduce fungal growth. Of the chlorine compounds, 
hypochlorous acid is the most effective for disinfestation. It damages the microbial cell by oxidising 
nucleic acids and proteins, causing lethal damage [23]. The low pH in EO water sensitises the outer 
membrane of the cell, thereby allowing hypochlorous acid to enter the cell more efficiently. Similar 
results have been achieved with Penicillium digitatum after 1 min. exposure [27]. Other researchers 
also reported that it takes about 30 sec. or less to inhibit thin-walled fungi and 2 min. or more to 
inhibit thicker-walled species [3]. The reduction of spore survival by MS, on the other hand, is 
mainly due to free-radical attack resulting in physically disrupted cell membranes [28]. The effects 
of the combined treatment on mycelial growth are shown in Figure 1. Mycelial growth was delayed 
for 3 days, but after 5 days of storage the mycelium started to regrow. The mycelium structure was 
composed of a compact mass of hyphae and the ultrasonic wave might not have penetrated the inner 
mycelial matrix, leaving some parts protected from the high pressure and temperature effects of MS 
and from EO-water disinfection. 
 
Disease Incidence and Quality Changes  

The MS/EO-water treatment significantly inhibited decay incidence during the first 5 days 
(p < 0.05), and by the 10th day the average disease incidence was 8.33%, compared with 66.67% for 
control (Figure 2). The combined treatment seems to effectively disinfect the fruit from pathogenic 
fungi through mechanical disruption of the microbial cells and disinfection by EO water. This result 
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is similar to those by other researchers. Ultrasound combined with EO water resulted in a greater 
reduction of the bacterial contamination of broccoli [29]. A combination of ultrasound and 
sanitisation enhanced removal of Salmonella and Escherichia coli O157:H7 on apple and lettuce 
[30]. The compression pressure generated by ultrasound might have facilitated the penetration of 
chemical oxidants through cellular membranes and the cavitation might have assisted in the 
disaggregation of the microorganisms, resulting in increased efficiency of the sanitisation treatment 
[31]. In our study MS with EO water seems to be applicable to pineapple handling systems due to 
its marked effect against fungal decay without any effect on fruit quality, as revealed by the results 
on weight loss, total soluble solids, titratable acidity, pH and ascorbic acid content (data not shown). 

 
 
 
 
 
 
 
 
 
 
 
                          Figure 1.  Mycelial disc growth diameter of Fusarium sp. on PDA plates,  
                          after being treated with MS/EO water, then incubated at 27 °C for 5 days 
 

 
 
 
 
 
 
 
 
 
  
                       Figure 2.  Effect of MS with EO water on disease incidence (% of infected fruits)  
                       of de-crowned pineapple during low-temperature storage for 20 days 
 
Disease Development     

The scanning electron micrograph of de-crowned pineapple in the control group showed 
germination of Fusarium sp. after 72-hr incubation. The germination of fungal spores was first 
observed in the control after 24 hr of storage whilst the MS/EO-water-treated fruits showed no sign 
of disease incidence (results not shown). After 72-hr incubation the treated samples still remained 
clear of fungal growth (Figure 3B) whilst the control group supported a high mass of fungal mycelia 
(Figure 3A). The combined treatment seems to effectively inhibit spore germination on de-crowned 
pineapple.   

 
 
 
 

Storage time (day) 
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Figure 3.  Scanning electron micrographs of de-crowned pineapple samples (4000 × magnification,  
8-nm resolution)  after 72-hr storage at 25o and 75-80% relative humidity:  (A) development of  
Fusarium sp. in control sample (arrow indicates Fusarium sp. mycelia);  (B) sample treated with 
MS/EO water 
 
Plant Defence-Related Enzymes 
 

The PAL level was found to increase rapidly and reach a peak after 10 days and then it 
gradually declined (Figure 4A). The PAL activity in the treated pineapple sample increased about 
1.8-fold above that recorded for the control. The MS/EO-water treatment also increased the POD 
activity during storage as shown in Figure 4B. The mode of action of EO water and MS in inducing 
plant pathogen resistance is not yet fully understood. However, EO water has been reported to stress 
plants [32-34]. In lettuce, higher PAL levels were induced by stress from wounding plus ethylene 
[35]. In the present study we found that PAL and POD activities were induced by the MS/EO-water 
treatment, which may also induce enzyme responses to other kinds of stress including wounding 
and inoculation with Fusarium sp. as indicated in the control graphs in Figure 4. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  Effect of MS and EO water on activity (units/ mg protein) of PAL (A) and POD (B) in 
de-crowned pineapple fruit during storage at 13°C for 20 days (BF = before MS/EO-water 
treatment; AF = after MS/EO-water treatment)  
 

(A) 

(B) 

(B) (A) 
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CONCLUSIONS  
  

The use of MS combined with EO water is recommended as a postharvest treatment of 
pineapple. The treatment significantly inhibits spore survival of Fusarium sp., prolonging the shelf 
life of pineapple by up to 20 days without affecting the fruit’s quality. The antifungal effect of the 
treatment may also be due to the triggering activity of the plant’s defence-related enzymes.  
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    Abstract :  We introduce and examine the concepts of m

uv asymptotic statistical 
equivalence of order , and strong m

uv asymptotic equivalence of order  of 
sequences.  Also, we give some relations connected to these concepts. 
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INTRODUCTION 
 

The concept of statistical convergence was introduced by Fast [1] and Schoenberg [2]. Later 
on it was further investigated from the sequence space point of view and linked with the 
summability theory by Belen and Mohiuddine [3], Colak [4, 5], Connor [6], Fridy [7], Gadjiev and 
Orhan [8], Gungor and Et [9], Gungor et al. [10], Isik [11], Kumar and Mursaleen [12], Mohiuddine 
et al. [13], Mursaleen [14, 15], Rath and Tripathy [16], Šalát [17] and many others. The idea of 
statistical convergence depends on the density of subsets of the set N of natural numbers. The 
density of a subset E  of N  is defined by  

 1lim
1

k
n

E E

n

k
n

, 

provided that the limit exists, where E  is the characteristic function of the set .E  A sequence  

kxx  is said to be statistically convergent to L  if for every ,0  .0: Lxk kN   

The concept of asymptotically equivalent sequences was firstly introduced by Pobyvanets 
[18]. Since the last decades, asymptotically equivalent sequences have been studied by several 
authors [19-25]. In the present paper, using the generalised difference operator m  and a non-
decreasing sequence n  of positive real numbers such that ,11 nn  ,11  n   
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,n   we introduce m
uv asymptotic statistical equivalence of order  and strong 

m
uv asymptotic equivalence of order  of sequences, and give some relations connected to  

these concepts. 
 
DEFINITIONS AND PRELIMINARIES 
 

Let w  be the set of all sequences of real or complex numbers, and ,  c  and 0c  be, 
respectively, the Banach spaces of bounded, convergent and null sequences kxx  with the usual 
norm kxx sup . Let n  be a non-decreasing sequence of positive numbers tending to  
such that  ,11 nn  .11  The generalised de la Vallée-Poussin mean [26] is defined by  

,1
k

Ikn
n xxt

n

 

where nnI nn ,1  for ,...2,1n . A sequence kxx  is said to be ,V summable to a 
number L  if Lxtn  as .n  If ,nn  then ,V summability and strong 

,V summability are reduced to 1,C summability and 1,C summability respectively. By 
, we denote the class of all non-decreasing sequences of positive real numbers tending to  such 

that ,11 nn   .11   
The notion of difference sequence spaces was introduced by Kizmaz [27] and this concept 

was generalised by Et and Colak [28]. Later Et and Esi [29] generalised these sequence spaces to 
the following sequence spaces. Let )( kuu  be any fixed sequence of non-zero real numbers and let 
m  be a non-negative integer. Then 

XxxxX k
m
uk

m
u :  

for ,X c  or ,0c  where ,Nm  kku xux0 , 1
11

k
m
uk

m
u

m
u xxx , and so  

.1
0

ikik
i

mi
m

i
k

m
u xux   The sequence space m

uX  is a Banach space normed by  

k
m
vii

m

i

xxux
1

 

for  ,X  c   or .0c  It is noted that the sequence space m
uX  is different from the sequence 

space mX  and mm
u XX , where XxxxX k

m
k

m : . For this, let 
X  and choose )( 1mkx  and )( 2ku ; then mx  but .m

ux  Conversely if we 
choose )( 2mkx  and )( 2ku , then m

ux  but mx . Let X  be any sequence space; 
if m

uXx , then there exists one and only one Xzz k )(  such that 

             
0...

,
1

1
1

1
1

1

021

1

1

1

1

zzz

z
m

imk
uz

m
ik

ux

mm

mi
m

k

i
ki

m
mk

i
kk                  (1) 

 
for sufficiently large ,k  for example mk 2 . We shall use the sequence which is defined in (1) to 
define the sequence in 2 . Recently the difference sequence spaces have been studied [30-37]. 
 
MAIN RESULTS 

 
In this section, we give the main results of this paper. In Theorem 1 we give the relationship 

between m
uv asymptotic statistical equivalence of order  and m

uv asymptotic statistical 
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equivalence of order  of sequences. In Theorem 2 we give the relationship between strong 
m
uv asymptotic equivalence of order  and strong m

uv asymptotic equivalence of order 
 of sequences. In Theorem 3 we give the relationship between  m

uv asymptotic statistical 
equivalence of order  and strong m

uv asymptotic equivalence of order  of sequences. 
 

Two non-negative real-value sequences x  and y  are said to be m asymptotically 
equivalent provided that 

L
y
x

k
m

k
m

k
lim  

(denoted by yx
m

 ).   
 
Using the above expression  we can make the following definition.  
 
Definition 1.  Let  and 1,0   be any real number. Two non-negative real-value sequences  
x  and y  are said to be m

uv asymptotically and statistically equivalent of order  provided that 
for every  0 , 

0:1lim L
y
xIk

k
m
v

k
m
u

n
n

n
 

(denoted by yx
m
uv

LS

 ),  where u  and v  are two non-negative real-value fixed sequences such 

that 0nu  and 0nv  for all Nn . For nn , we shall write yx
m
uv

LS

 instead of yx
m
uv

LS

 and 

in the special case 1,,1 nn un and 1nv  for all Nn ,  we shall write yx
mLS

 (which is 

called m asymptotic statistical equivalence) instead of .yx
m
uv

LS

  
It is easy to see that if x and y are m asymptotically equivalent, then x  and y  are 

m asymptotically and statistically equivalent of order ,  but the converse does not hold.  For 
this, consider two sequences, kxx  and kyy , defined by 

 

                                           
                          .  all for   ,1

,...2,1,
,1
,0

3

3

ky

n
nk
nk

x

k
m

k
m

                                       (2) 

 

It is clear that x and y are m asymptotically and statistically equivalent of order  for ],1,
3
1(  

but they are not m asymptotically equivalent. 
 
Definition 2.  Let  and 1,0  be any real number. Two non-negative real-value sequences 
x  and y  are said to be strongly m

uv  asymptotically equivalent of order  provided that for 
every 0 ,  

01lim L
y
x

k
m
v

k
m
u

Ikn
n

n

 

 

(denoted by yx
m
uv

LV

 ).  For nn , we shall write yx
m
uv

LV

 instead of yx
m
uv

LV

, and in the 
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special case 1,,1 nn un and 1nv  for all Nn , we shall write yx
mLV

 (which is called 

strong m asymptotic equivalence) instead of .yx
m
uv

LV

                               
 
Theorem  1.  Let ,  such that nn  for all Nn , and  and  be fixed real numbers 
such that .10  Also, let x  and y  be two non-negative sequences. Then each of the 
following assertions holds true:  
 i)  If  

                                 0inflim
n

n
n

                                          (3) 
 

then  yx
m
uv

LS

  implies  yx
m
uv

LS

; 
  
 ii)  If  

                                  1lim
n

n

n
                                                (4) 

 

then  yx
m
uv

LS

  implies  .yx
m
uv

LS

  

Proof.  i)  Suppose that  nn   for all Nn  and yx
m
uv

LS

.  Then  we can write 

L
y
xIkL
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xJk
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and so 
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nn

n

k
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k
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n
n

:1:1  

for all ,Nn   where  .,1 nnJ nn   Hence we get  .yx
m
uv

LS

  
 

 ii)  Let  yx
m
uv

LS

  and suppose that nn JI  for all Nn .  Then we can write  
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for all .Nn   Now, proceeding to the limit as n  in the last inequality and using (4), we get 

.yx
m
uv

LS

   The following results are derivable easily from Theorem 1. 
  
Corollary 1.  Let ,  be such that  nn   for all  Nn , and let x , y  be two non-negative 
sequences.  If condition (3) is satisfied, then  

 i) yx
m
uv

LS

  implies  yx
m
uv

LS

  for each  ]1,0( ; 
 

 ii) yx
m
uv

LS

  implies  yx
m
uv

LS

  for each  ]1,0( ; 
 

 iii) yx
m
uv

LS

  implies  .yx
m
uv

LS

  
 
Furthermore,  if condition (4) is satisfied, then we get following corollary  

 i) yx
m
uv

LS

  implies  yx
m
uv

LS

  for each  ]1,0( ; 
 

ii) yx
m
uv

LS

  implies  yx
m
uv

LS

  for each  ]1,0( ; 
 

 iii) yx
m
uv

LS

  implies  yx
m
uv

LS

. 
 
Theorem 2.  Let  ,  such that nn  for all Nn , and  and  be fixed real numbers 
such that .10  Also, let x  and y  be two non-negative sequences. Then each of the 
following assertions holds true:     

i)  If condition (3) is satisfied, then yx
m
uv

LV

  implies  ;yx
m
uv

LV

   

ii)  Let m
uyx, .  If condition (4) is satisfied, then  yx

m
uv

LV

  implies  ,yx
m
uv

LV

  
 
where  .: k

m
uk

m
u xxx   

   
Proof.  i) Assume that ,  such that nn  for all Nn  and that condition 3  holds. Since  

,nn JI  we have 
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Jkn nn
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Since 3  holds and  yx
m
uv

LV

,  we get  .yx
m
uv

LV

  
 
 ii)  Let m

uyx,   and suppose that condition )4(  holds. Then there exists some 0M  such 

that  ML
k

m
v

k
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x  for all .,mk   Then we can write  
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for each .Nn   Therefore  .yx
m
uv

LV

  Theorem 2  yields the following corollary. 
  
Corollary 2.  Let ,  be such that nn  for all Nn , and let x , y  be two non-negative 
sequences.  If condition (3) is satisfied, then  
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Furthermore,  if condition (4) is satisfied, then we get the following corollary.  
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Theorem 3.  Let ,  such that nn  for all  Nn , and  and  be fixed real numbers 
such that .10  Also, let x  and y  be two non-negative sequences. Then each of the 
following assertions holds true: 

i)  If condition (3) is satisfied, then yx
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ii) Let m
uyx, .  If condition (4) is satisfied, then  yx
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m
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Proof.  i)  For any two sequences,  kxx   and  kyy ,  we can write 
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for all .Nn   Using (4), we obtain that  yx
m
uv

LV

  whenever  .yx
m
uv

LS

  Corollary 3 below is 
easily proven by applying Theorem 3. 
 
Corollary 3.  Let ,  be such that nn  for all Nn , and let x , y  be two non-negative 
sequences.  If condition (3) is satisfied, then  

Maejo Int. J. Sci. Technol.  2014, 8(03), 297-306

303



 

 i)   yx
m
uv

LV

  implies  yx
m
uv

LS

  for each  ]1,0( ; 
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  for each  ]1,0( ; 
 

 iii)   yx
m
uv

LV

  implies  .yx
m
uv

LS

  
 
Furthermore,  if condition (4) is satisfied, then we get following corollary.  

 i)   yx
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 implies  yx
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.  
 
CONCLUSIONS 
 

The results obtained in this study are more general than those reported in the literature. We 
get several results giving particular values to the numbers ,,m  and the sequences u,,  and .v   
If we take nn  for all Nn , then we can write the above theorems without conditions 3  and  

.4  
 
REFERENCES  
 
1.   H. Fast, “Sur la convergence statistique”, Colloq. Math., 1951, 2, 241-244. 
2. I. J. Schoenberg, “The integrability of certain functions and related summability methods”,  

Amer. Math. Monthly, 1959, 66, 361-375. 
3. C. Belen and S. A. Mohiuddine, “Generalized weighted statistical convergence and 

application”, Appl. Math. Comput.,  2013, 219, 9821-9826. 
4. R. Colak, “Statistical Convergence of Order . Modern Methods in Analysis and Its 

Applications”, Anamaya Pub., New Delhi, 2010, pp.121-129. 
5. R. Colak, “On statistical convergence”, Proceedings of Conference on Summability and 

Applications, 2011, Istanbul, Turkey, p.4. 
6. J.  S. Connor, “The statistical and strong p Cesaro convergence of sequences”,  Analysis,  

1988, 8, 47-63. 
7. J. A. Fridy, “On statistical convergence”,  Analysis, 1985, 5, 301-313. 
8. A. D. Gadjiev and C. Orhan, “Some approximation theorems via statistical convergence”, 

Rocky Mount. J. Math., 2002, 32, 129-138. 
9. M. Güngör and M. Et, “ m strongly almost summable sequences defined by Orlicz  

functions”,  Indian J. Pure Appl. Math., 2003, 34, 1141-1151. 
10. M. Güngör, M. Et and Y. Altin, “Strongly ),,( qV summable sequences defined by Orlicz 

functions”,  Appl. Math. Comput., 2004, 157, 561-571. 
11. M. I k, “Strongly almost  ),,( qw summable sequences”, Math. Slovaca, 2011, 61, 779-788. 
12. V. Kumar and M. Mursaleen, “On ( , )-statistical convergence of double sequences on 

intuitionistic fuzzy normed spaces”, Filomat, 2011, 25, 109-120. 
 

Maejo Int. J. Sci. Technol.  2014, 8(03), 297-306

304



 

13. S. A. Mohiuddine, A. Alotaibi and M. Mursaleen, “Statistical convergence through de la 
Vallée-Poussin mean in locally solid Riesz spaces”, Adv. Difference Equa., 2013, 
doi:10.1186/1687-1847-2013-66. 

14. M.  Mursaleen, “ statistical convergence”, Math. Slovaca, 2000, 50, 111-115. 
15. M. Mursaleen, C. Çakan, S. A. Mohiuddine and E. Sava , “Generalized statistical convergence 

and statitical core of double sequences”, Acta Math. Sinica, 2010 , 26, 2131-2144. 
16. D. Rath and B. C. Tripathy, “On statistically convergent and statistically Cauchy sequences”, 

Indian J. Pure Appl. Math., 1994 , 25, 381-386. 
17. T. Šalát, “On statistically convergent sequences of real numbers”, Math. Slovaca, 1980, 30, 

139-150. 
18. I. P. Pobyvanets, “Asymptotic equivalence of some linear transformations defined by a 

nonnegative matrix and reduced to generalized equivalence in the sense of Cesàro and Abel”,  
Mat. Fiz., 1980, 28, 83-87. 

19. M. Ba ar r and S. Altunda , “On asymptotically equivalent difference sequences with respect 
to a modulus function”, Ricerche mat., 2011, 60, 299-311. 

20. T. Bilgin, “ f Asymptotically lacunary equivalent sequences”, Acta Univ. Apulensis Math.       
Inform., 2011, 28, 271-278. 

21. N. L. Braha, “On asymptotically m lacunary statistical equivalent sequences”, Appl. Math. 
Comput., 2012, 219, 280-288. 

22. A. Esi, “On asymptotically statistical equivalent sequences”, Appl. Math. Inform. Sci., 
2010, 4, 183-189. 

23. M. Et, N. L. Braha, M. Cinar and M. Karakas, “On m Asymptotically statistical equivalent 
of order    of  sequences”, Tamkang J. Math. (under review). 

24. M. S. Marouf, “Asymptotic equivalence and summability”, Int. J. Math. Math. Sci., 1993, 16, 
755-762. 

25. R. F. Patterson, “On asymptotically statistical equivalent sequences”, Demonstratio Math., 
2003, 36, 149-153. 

26. L.  Leindler, “Über die verallgemeinerte de la Vallée-Poussinsche summierbarkeit allgemeiner 
orthogonalreihen”,  Acta Math. Acad. Sci. Hungar., 1965, 16,  375-387. 

27. H.  Kizmaz, “On certain sequence spaces”, Canad. Math. Bull., 1981, 24, 169-176. 
28. M. Et  and R. Colak, “On generalized difference sequence spaces”, Soochow J. Math., 1995, 

21, 377-386. 
29. M. Et and A.  Esi, “On Köthe-Toeplitz duals of generalized difference sequence spaces”, Bull. 

Malaysian Math. Sci. Soc., 2000, 23,  25-32. 
30. B. Altay and F. Ba ar, “On the fine spectrum of the difference operator    on  0c   and  c ” , 

Inform. Sci., 2004, 168, 217-224. 
31. Ç. A. Bekta , M. Et and R. Colak, “Generalized difference sequence spaces and their dual 

spaces”, J. Math. Anal. Appl., 2004, 292, 423-432. 
32. R. Colak, H. Altinok and M. Et, “Generalized difference sequences of fuzzy numbers”, Chaos 

Solitons Fract., 2009, 40, 1106-1117. 
33. M. Et, H. Altinok and Y. Altin, “On some generalized sequence spaces”, Appl. Math. Comput., 

2004, 154, 167-173. 
 
 

Maejo Int. J. Sci. Technol.  2014, 8(03), 297-306

305



 

34. M. Et, “Strongly almost summable difference sequences of order m  defined by a modulus”, 
Studia Sci. Math. Hungar., 2003, 40, 463-476. 

35. M. Et, A. Alotaibi and S. A. Mohiuddine, “On ( m , I)-statistical convergence of order ”,  Sci. 
World J., 2014, Art. ID 535419. 

36. E. Malkowsky, M.  Mursaleen and S. Suantai , “The dual spaces of sets of difference sequences 
of order m and matrix transformations”, Acta Math. Sinica,  2007, 23, 521-532. 

37. M.  Mursaleen, R. Colak and M. Et, “Some geometric inequalities in a new Banach sequence 
space”, J. Inequal. Appl., 2007, Art. ID 86757. 

 
 
© 2014 by Maejo University, San Sai, Chiang Mai, 50290 Thailand. Reproduction is permitted for 
noncommercial purposes. 
 

Maejo Int. J. Sci. Technol.  2014, 8(03), 297-306

306



Maejo International  
Journal of Science and Technology 

 
ISSN 1905-7873 

Available online at www.mijst.mju.ac.th 
Full Paper 

Label-free DNA detection by loop-mediated isothermal 
amplification coupled with quartz crystal microbalance sensor 

Watcharee Boonlue 
1,*, Nuntaree Chaichanawongsaroj 

2 and Mana Sriyudthsak 
1, 3   

 
1 Biomedical Engineering Programme, Faculty of Engineering, Chulalongkorn University, Phyathai 

Road, Pathumwan, Bangkok 10330, Thailand 
2 Department of Transfusion Medicine and Clinical Microbiology, Faculty of Allied Health   

Sciences, Chulalongkorn University, Phyathai Road, Pathumwan, Bangkok 10330, Thailand 
3 Department of Electrical Engineering, Faculty of Engineering, Chulalongkorn University, 

Phyathai Road, Pathumwan, Bangkok 10330, Thailand 
* Corresponding author, e-mail: boonlue.watcharee@gmail.com 

Received: 21 November 2014 / Accepted: 4 December 2014 / Published: 15 December 2014    
 

Abstract: Loop-mediated isothermal amplification (LAMP) and quartz crystal 
microbalance (QCM) sensors were used for DNA detection. Porcine DNA as DNA 
template was amplified and QCM sensors were then used to measure the changes in 
frequency in positive and negative samples. Mathematical models were employed to 
extract features from the sensor recordings by fitting the frequency-time plots using 
polynomial functions.  The polynomial function coefficients of the plots gave valuable 
information for sample classification.  Radar graphs and principle component analysis 
(PCA) were also applied to samples using these coefficients. Both the radar graphs and 
the PCA indicated differences between the sample groups when using coefficients of 
high-order functions.   

Keywords:  label-free DNA detection, DNA amplification, quartz crystal microbalance, 
loop-mediated isothermal amplification, DNA 

_______________________________________________________________________________________ 
 

INTRODUCTION  
 

DNA detection is applied in many scientific fields such as medicine (treatment, prevention, 
etc.), forensic science (paternity test, personal identity, etc.) [1], DNA identity testing (GMOs, 
illegal organism, etc.) [2, 3] and agriculture (food, genetic resources, etc.) [4]. Devices for analysing 
DNA during screening tests have gained increasing attention over the past decades.  Attempts have 
been made to improve the performance of the sensing devices to attain several desirable features 
such as high sensitivity, portability for on-site utilisation, low cost and simple protocols and 
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equipment. This study proposes a label-free, inexpensive and simple method for classifying DNA 
samples using quartz crystal microbalance (QCM) sensors together with the loop-mediated 
isothermal amplification (LAMP) method. 

QCM is commonly applied in various kinds of analysis, for example gas detection [5, 6], 
chemical sensing [7, 8] and bio-sensing [9, 10].  It has many advantages over other sensors, such as 
its small size, low sample volume requirement and capacity to be implemented in real-time 
measurements. It can also be used as a label-free sensor with a reasonably high resolution. The 
resonant frequency of the QCM decreases when there is an increase in mass or viscosity of the 
sample. The detection of DNA using QCM can be performed by measuring the mass change with  
immobilised probes on the QCM surface when the target DNA hybridises [11, 12].  Attempts have 
been made to increase the sensitivity of the sensor by labelling the DNA with colloidal gold [13, 14] 
or magnetic beads [15] to amplify the change in mass.  However, these methods are complicated 
and require sophisticated procedures and expertise. 

Tsortos and co-workers [16] reported a relationship between the length of DNA and its 
viscosity.  They found that the longer the DNA is, the higher its viscosity gets.  This implies that 
different lengths and shapes of DNA lead to different viscosities. Since the DNA concentration is 
extremely low in most specimens, amplification is normally required before measurement.  
Polymerase chain reaction (PCR) is a common and well-known technique for amplifying DNA.  
Since DNA products from the PCR have the same length from the beginning to the end of the 
process, the viscosity of the specimen is directly proportional to the amount of the products.  
Recently, a number of reports have shown that the LAMP technique is able to detect viral DNA and 
RNA from different types of samples from both humans and animals [17-19]. LAMP is a unique 
DNA amplification method according to Notomi and colleagues [20]. An interesting point of this 
technique is its primer binding pattern. It produces various lengths of DNA and a cauliflower-like 
structure and involves the use of the strand displacement activity of DNA polymerase enzyme that 
can work at the same temperature as that used for the primer annealing.  Compared with PCR, 
which uses three temperature steps for denaturing, annealing and extension, this is another unique 
characteristic of LAMP, which can amplify the target DNA at a single temperature. Recently, 
Hatano and colleagues [21] used a disposable pocket warmer with a styrofoam box as the heat 
source in LAMP without consuming electricity. This demonstrates the feasibility of using LAMP in 
field work. It is estimated that LAMP can amplify DNA by up to 109-1010 times in an hour at a 
single temperature. Owing to the structure and length of LAMP products described above, it is 
believed that LAMP can induce more changes in viscosity than other methods. This can be handled 
by analysing LAMP products with the QCM.  In this paper, the use of the QCM sensor in 
classifying positive and negative samples before and after amplification by LAMP is reported. 
 
MATERIALS AND METHODS 
Reagents 

The stock buffer for LAMP reactions was 10X ThermoPol reaction buffer from New 
England BioLabs (USA). The working buffer was prepared by diluting this buffer to 1X with 
deionised water. Four specific primers for porcine DNA detection were designed by Transfusion 
Medicine Laboratory, Allied Health Sciences, Chulalongkorn University [22]. The lengths of FIP, 
BIP, F3 and B3 primers were 38, 36, 18 and 18 bp respectively. The target DNA length was 169 bp.  
All the primers were synthesised by BioDesign Co. (Thailand).  The stock buffer (TBE buffer) for 
gel electrophoresis was 0.9M Tris-borate -0.02M EDTA (pH 8). 
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DNA Sample Preparation 

Porcine genomic DNA was used as the DNA template. Extraction and separation of the 
porcine DNA template was performed using Wizard® Genomic DNA Purification Kit (Promega, 
USA) [23].  Pork muscle from the supermarket was extracted for genomic DNA following the 
mouse tail protocol [23]. Except in DNA precipitation, isopropanol incubation was extended to 12 
hr. 

 

Test Samples 
Positive and negative samples were investigated. The positive sample contained 10 ng/μL of 

porcine genomic DNA template and was labelled as ‘Pos’. The negative sample contained 10 ng/μL 
of Salmonella genomic DNA template or deionised water and was labelled as ‘Neg’. The sample 
before application of LAMP was labelled as ‘Pre’ while that after LAMP application was labelled 
as ‘Post’. Four types of samples under investigation were: (1) positive sample before application of 
LAMP (Pos-Pre), (2) negative sample before application of LAMP (Neg-Pre), (3) positive sample 
after application of LAMP (Pos-Post), and (4) negative sample after application of LAMP (Neg-
Post). 

 
LAMP 

LAMP was carried out in a total volume of 25 μL. The LAMP reaction solution contained 
0.4 μM FIP, 0.4 μM BIP, 0.2μM F3, 0.2μM B3, 0.8M betaine (Aldrich Chemical, Germany), 
1.4mM dNTP (Invitrogen, Germany), 8U of Bst DNA polymerase (New England Biolabs, USA), 
20mM Tris-HCl, 10mM KCl, 10mM (NH4)2SO4, 8mM MgSO4, 0.1% Triton X-100 and 1 μL of a 
test sample. In the DNA amplification process, the LAMP reaction solutions were incubated at 
60°C for 60 min. in a water bath and then heated at 80°C for 2 min. to terminate the reaction. The 
LAMP products were then analysed by gel electrophoresis. All four types of samples mentioned 
above were further analysed by QCMs. 
 
Gel Electrophoresis   

A 1.5% agarose gel was prepared using 1.5 g of agar powder (Patanasin Enterprise Ltd, 
Thailand) in 100 mL of 0.5X TBE buffer solution. The DNA products from LAMP were loaded and 
run under a constant voltage of 100 volts for 60 min. The gel was stained with SYBR Gold 
(Invitrogen, Germany) and observed under a UV transilluminator.  
 
QCM Sensors   

QCM discs (12 MHz) with a diameter of 12 mm were purchased from Tai Tien Electronics 
Co. (Thailand). Each disc was coated with layers of chromium and gold electrodes on both sides. 
First, 50 nm of chromium layer was deposited on both sides of the QCM discs and then 200 nm of 
gold layer was deposited on the chromium layer. The diameter of the electrode was 4 mm, giving an 
area of 0.126 cm2.  The disc was then mounted onto a holder and the contact was made with a silver 
paste. The electrode surface was subjected to hydrophobic treatment by dipping in 0.5% 
octadecyltrichlorosilane (Fluka, Switzerland) in toluene for 10 min.  The sensors were rinsed with 
ethanol and dried with nitrogen gas before use.  More than 30 QCMs with temperature coefficients 
of less than 10 Hz/°C were selected for further study. 
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Frequency Measurement 
To measure the resonant frequency of QCM sensors, a laboratory-made measuring system 

was constructed.  The system was composed of an 8-channel measuring circuit capable of making 
simultaneous measurements by up to 8 sensors. The frequency measuring circuit was a conventional 
Colpitts oscillator with high speed CMOS-TTL as described by Somboon et al. [24]. The oscillation 
frequency of the QCM was counted using the 8-bit CMOS microcontroller PIC16F628A. The data 
from all sensors were transferred to a personal computer through a communication interface driver 
(MAX232). The system was installed in a temperature-controlled chamber during the 
measurements.  The temperature of the chamber was maintained at 29±1°C. 
 
Data Collection  

 
Figure 1 shows a scheme for classifying the samples using QCM. First, the resonant 

frequencies (f0) of all blank QCMs were measured and recorded as the background value. Before 
amplification, positive and negative samples were taken and loaded onto the QCMs. These samples 
were named Pos-Pre and Neg-Pre respectively. The changes in frequency due to differences in 
sample composition before amplification were monitored and recorded. 

The remaining positive and negative samples were subjected to LAMP. After the reaction 
was stopped, each sample was loaded onto the QCM. These positive and negative samples after 
amplification were called Pos-Post and Neg-Post respectively. The changes in frequency of the 
QCMs were monitored and compared with the samples before amplification to investigate the effect 
of the amplification.  

All measurements were performed by loading a 20-μL sample onto one side of the QCM 
surface while the other side was left exposed to the air.  The changes in frequency after sample 
loading were monitored and recorded with time until the oscillation stopped. 
  

 
Figure 1.  Scheme of QCM sensor for LAMP product detection  
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Data Analysis  
Samples that could not be assessed by gel electrophoresis were excluded from data analysis.  

Consequently, only 38 samples remained for data analysis as follows: Pos-Pre (n=10), Neg-Pre 
(n=4), Pos-Post (n=15) and Neg-Post (n= 9). 

The four groups of data were classified by comparing the frequency-time plots. Curve 
fittings were performed on the frequency-time plots using linear, 2nd order polynomial, 3rd order 
polynomial and 4th order polynomial functions. The coefficients obtained from the 2nd step were 
then used for the classification by radar plots. Finally, principal component analysis (PCA) was 
employed to analyse the selected coefficient data. 
 
RESULTS AND DISCUSSION 
Validation of LAMP Method   

After completing the DNA amplification, the LAMP products were assessed by gel 
electrophoresis. No bands from the negative samples both before (Neg-Pre) and after (Neg-Post) 
amplification were detected. Positive samples before amplification (Pos-Pre) also displayed no 
bands. Although they contained dNTP, primers and DNA template, the amplification did not take 
place and thus there were no detectable bands. The bands were detected only in the positive samples 
after LAMP (Pos-Post) as shown in Figure 2. Long-strip bands were observed, showing that various 
lengths of DNA fragments were produced.   

 
    Lane 1 = 100 bp marker  

   Lane 2 = LAMP product from 10 ng/μL Pork DNA template 
   (DNA template diluted from 336 ng/μL) 

   Lane 3 = LAMP product from 10 ng/μL Pork DNA template 
   (DNA template diluted from 293 ng/μL) 

   Lane 4 = LAMP product from 10 ng/μL Pork DNA template 
   (DNA template diluted from 445 ng/μL) 

 
 
 
 
 

 
Figure 2.  Typical gel electrophoresis pattern of positive samples with DNA template after LAMP 
(Pos-Post) 
 
Frequency-Time Plots 

Figure 3 shows typical frequency-time plots of the four sample groups. The temperature 
fluctuation during the experiment (2 hr) was less than ±1°C; thus, the change in frequency of QCM 
was not affected by temperature.  All four sample groups gave similar responses as follows.  At the 
beginning of the experiment (‘a’-‘b’), the frequency of QCM was quite stable.  During this range of 
‘a’-‘b’, the QCM was exposed to air and the frequency recorded at this region was used as the 
background frequency.  A step change in frequency occurred after the sample was loaded (at ‘b’) 
onto the sensor surface. This happened within 10 sec.  Shortly afterward, the frequency gradually 

4 3 2 1 
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decreased about 1500 Hz and then an abrupt drop in frequency was observed until the oscillation 
stopped at point ‘c’.  The frequency data in the range ‘b’-‘c’ were utilised to characterise Neg-Pre 
and Pos-Pre samples. 

  
              Figure 3.  Typical frequency-time plots for samples before and after amplification: 

  (A) negative samples; (B) positive samples  
 
The QCMs were cleaned between each measurement.  The four sample groups, after LAMP, 

were again loaded onto the QCMs. The range ‘d’-‘e’ shows the plot before the loading of the 
sample subjected to LAMP.  In this range, as in range ‘a’-‘b’, the frequency was very stable. The 
LAMP sample was loaded at point ‘e’.  A sharp drop of frequency at point ‘e’ and a gradual 
decrease in the range ‘e’-‘f’ were observed, similar to that observed at point ‘b’ and range ‘b’-‘c’. 
The data in the range ‘e’-‘f’ were utilised to characterise the Neg-Post and Pos-Post samples. The 
abrupt change in frequency at the points ‘b’ and ‘e’ was the result of sample loading onto the QCM. 
According to Sauerbrey [25] and Kanazawa and Gordon [26], when the mass, the concentration or 
the viscosity at the electrode surface increases, the QCM frequency will decrease. The slow change 
in the ranges ‘b’-‘c’ and ‘e’-‘f’ might be due to a slow precipitation of the sample components on 
the QCM. Fang and co-workers [27] reported that the DNA appears on the surface of a solution 
with a low DNA concentration. As the concentration increases, the DNA forms a long chain and 
penetrates into the solution. After LAMP amplification, a positive sample should have various 
lengths of DNA fragments. Long-chain DNA fragments are then expected to penetrate into the 
solution. During evaporation, the long-chain DNA interacts more with the surface electrode than 
does the pre-LAMP DNA. Indeed, this can be observed from the frequency-time plot (Figure 3), 
where both the frequency change rate and frequency change value at the point ‘f’ of the amplified 
solution (Pos-Post) were higher than those of the negative samples (Neg-Post) and samples before 
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amplification (Pos-Pre and Neg-Pre). However, it is difficult to distinguish the differences between 
positive and negative samples before and after amplification using only simple observation. 

 
Data Analysis 
Comparison between each group of samples  

On detailed examination of Figure 3, it was noticed that the frequency-drop rate of the 
positive samples (Pos-Pre and Pos-Post) is higher than that of the negative ones (Neg-Pre and Neg-
Post). This implies that it is feasible to use this information to distinguish the negative samples from 
the positive samples. To classify the sample groups, a time-frequency-drop plot was made for each 
sample group (Figure 4)  Since an abrupt change in frequency was observed for 20 sec. after 
loading the sample at points ‘b’ and ‘e’, the data obtained 20 sec. after loading were not used.  The 
data used in the plots were taken after this 20-sec. period. The mean time taken for frequency 
change of up to 1300 Hz in all the sample groups were used.   

 

  
Figure 4. Time-frequency-drop plots for positive and negative samples before and after 
amplification    
 

It should be noted that the per cent coefficient of variation (% CV) was quite high for the 
frequency change of less than 500 Hz as shown in Figure 4. However, it was less than 35 Hz for the 
frequency changes greater than 500 Hz in negative samples (Neg-Pre and Neg-Post) and positive 
samples before amplification (Pos-Pre), while it was in the range of 40-230 Hz for positive sample 
after amplification (Pos-Post). The high % CV or fluctuation in the Pos-Post samples could have 
resulted from the movement of the amplified DNA chains. Moreover, it is obvious that the overall 
frequency change rates of the negative samples, both Neg-Pre and Neg-Post, were lower than those 
of the positive ones (Pos-Pre, Pos-Post). The changes in frequency of the negative samples (Neg-
Pre and Neg-Post) were very slow at the beginning (~13 sec/Hz) and higher after 1 hr (~1 sec/Hz). 
No differences were observed between the negative samples before and after amplification.  
However, the positive samples (Pos-Pre and Pos-Post) showed a rapid change from ~5 sec/Hz to ~1 
sec/Hz from the beginning to 1 hr later respectively. This rapid change might have been due to the 
DNA template being added to the positive samples and also to the amplified DNA products by 
LAMP producing various long chains of DNA. According to Tsortos and co-workers [16], longer 
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chains of DNA induce higher viscosity, which leads to a faster drop in frequency. This can be 
observed in Figure 4, where the positive sample after amplification (Pos-Post) took about 3300 sec. 
for a frequency drop of 1300 Hz, while the positive sample before amplification (Pos-Pre) and the 
negative samples before (Neg-Pre) and after (Neg-Post) LAMP took 3800, 4900 and 4900 sec. 
respectively for this drop. 
 
Classification using radar graphs  

Although it is possible to distinguish the positive and negative samples groups (Figure 4), it 
is still difficult to classify individual samples due to variation. In our attempt to classify individual 
samples, mathematical models were applied to categorise the four groups of samples.  Curve fitting 
using 4 polynomial functions, namely linear function (y = a0 + a1t), 2nd-order (y = a0 + a1t + a2t2), 
3rd-order (y = a0 + a1t + a2t2 + a3t3) and 4th-order polynomial functions (y = a0 + a1t + a2t2 + a3t3 + 
a4t4) was used on frequency-time plots. Means of coefficients (ai) and coefficient of determination 
(R2) were used in the analysis. The ratio of the coefficient before amplification to that after 
amplification for each sample was calculated and shown in Table 1. All the variables are defined as 
follows.   
ai '     = ai (Post) / ai (Pre)        
ai ' =  ratio of coefficient before and after amplification for each polynomial coefficient at  
                   order i and R2 
ai(Post) =  means of coefficients in each polynomial order for sample after amplification 

ai (Pre) =  means of coefficients in each polynomial order for sample before amplification 
i =  order of coefficient  

For a clearer representation, the data were plotted as radar charts (Figure 5). Positive and 
negative samples could not be separated using linear and 2nd-order polynomial functions.  However, 
they could be clearly separated using 3rd- and 4th-order polynomial functions. Thus, it is possible to 
identify whether a sample has DNA template by comparing coefficient ai'.  Values of a2', a3' and a3', 
a4' for the 3rd- and 4th-order polynomial functions respectively significantly increased in the positive 
sample. This indicates that as time passes, the change in frequency is dominated by higher order 
coefficients. Thus, a certain time period is necessary in determining the frequency-time plot to 
achieve successful classification.  In this case 3000 seconds (~50 min.) was needed for the 
classification. 
 
Principal component analysis (PCA) 

PCA was also applied to classify the samples. However, when the same data set was used as 
in the previous analysis, the samples could not be visually classified. The data used in the feature 
extraction for PCA was therefore slightly modified. The data set used in PCA was collected when 
the frequency change was larger than 200 Hz after sample loading at the points ‘b’ and ‘e’ (Figure 
3). The procedure for coefficient extraction was the same as that for radar graph analysis.  The data 
from the coefficient extraction for each sample were plotted in the PCA feature space.  Figure 6 
shows PCA scores in 2-dimenational feature space of PC1 vs. PC2, PC1 vs. PC3 and PC2 vs. PC3.  
PCA scores plot of PC1 vs. PC2 shows quite a good separation between positive and negative 
samples, although one of the samples is the outlier (Figure 6A). The separation of positive samples 
before (Pos-Pre) and after (Pos-Post) amplification is clearly observed, while the separation of 
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negative samples before (Neg-Pre) and after (Neg-Post) amplification cannot be achieved. The PCA 
score plot of PC2 vs. PC3 in Figure 6C also shows that the group of positive samples after 
amplification (Pos-Post) can be isolated from the others, as was the case in the PC1 vs. PC2 plot.  
This confirms that the target DNA was successfully amplified in the positive samples during the 
LAMP process and no amplification occurred in the negative samples.  However, it should be noted 
that it is difficult to group the samples using PCA score plot of PC1 vs. PC3.  This implies that even 
though the score of PC2 is not the highest, it plays an important role in grouping the samples as 
shown in Figures 6A and 6C.   

 
Table 1.  Mathematical values obtained from all groups of samples 
 

Function Sample R2 a0 a1 a2 a3 a4 
Linear Neg-Pre 0.60 -2228 -0.38    

 Neg-Post 0.65 -2297 -0.50    
 Neg-Post/Neg-Pre(ai') 1.09 1.03 1.33    
 Pos-Pre 0.65 -2371 -0.39    
 Pos-Post 0.67 -2489 -0.53    
 Pos-Post/Pos-Pre (ai') 1.03 1.05 1.34    

2nd-Order Neg-Pre 0.79 -2491 0.41 -3.75E-04   
 Neg-Post 0.84 -2588 0.53 -6.63E-04   
 Neg-Post/Neg-Pre(ai') 1.06 1.04 1.28 1.77   
 Pos-Pre 0.83 -2611 0.33 -4.00E-04   
 Pos-Post 0.83 -2735 0.40 -7.23E-04   
 Pos-Post/Pos-Pre (ai') 1.01 1.05 1.23 1.81   

3rd-Order Neg-Pre 0.87 -2288 -0.81 1.15E-03 -5.25E-07  
 Neg-Post 0.90 -2387 -0.87 1.54E-03 -1.13E-06  
 Neg-Post/Neg-Pre(ai') 1.04 1.04 1.08 1.34 2.14  
 Pos-Pre 0.89 -2442 -0.65 8.75E-04 -5.00E-07  
 Pos-Post 0.89 -2570 -0.86 1.92E-03 -1.48E-06  
 Pos-Post/Pos-Pre (ai') 1.00 1.05 1.32 2.20 2.95  

4th-Order Neg-Pre 0.89 -2400 0.30 -1.35E-03 1.65E-06 -5.25E-10 
 Neg-Post 0.92 -2494 0.35 -1.86E-03 2.75E-06 -1.38E-09 
 Neg-Post/Neg-Pre(ai') 1.03 1.04 1.16 1.38 1.67 2.62 
 Pos-Pre 0.91 -2539 0.22 -9.50E-04 7.75E-07 -3.85E-10 
 Pos-Post 0.90 -2661 0.17 -1.44E-03 2.65E-06 -2.05E-09 
 Pos-Post/Pos-Pre (ai') 1.00 1.05 0.80 1.51 3.42 5.31 

 
Note:  R2= coefficient of determination; a0= mean of polynomial coefficient at order 0; a1= mean of 
polynomial coefficient at order 1; a2= mean of polynomial coefficient at order 2; a3= mean of 
polynomial coefficient at order 3; a4= mean of polynomial coefficient at order 4; ai'= ratio of  
coefficient before and after the amplification for each polynomial coefficient at order i and R2; E = 
times ten raised to the power of the value of the exponent 
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Figure 5.  Rader charts of ratio of coefficients before and after amplification from positive and 
negative samples using four mathematical models: (A) linear; (B) 2nd-order polynomial;       (C) 3rd-
order polynomial; (D) 4th-order polynomial 
 
 

 
                                                     (A) PCA scores of samples in PC1 vs. PC2 feature space 

 

                
     (B) PCA scores of samples in PC1 vs. PC3 feature space                  (C) PCA scores of samples in PC2 vs. PC3 feature space 

 

Figure 6. PCA of the four groups of samples: (A) PCA scores of samples in PC1 vs. PC2 feature 
space; (B) PCA scores of samples in PC1 vs. PC3 feature space; (C) PCA scores of samples in PC2 
vs. PC3 feature space 
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CONCLUSIONS 

This study shows the feasibility of separating positive and negative samples both before and 
after amplification by LAMP using QCM sensor.  This label-free technique can amplify target DNA 
at a single temperature without the need of a thermocycler and demonstrates an effective method for 
qualitative DNA detection using a combination of LAMP and QCM, together with simple 
mathematical functions.  
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Abstract: Active superconducting current controllers (ASCCs) are new generation of series 
compensators, which can also be categorised as fault current limiters because of their ability 
to decrease the fault current continuously. Although the performance of the ASCCs in 
different operating modes introduces a limiting impedance in series with the network, it can 
degrade the operation of the overcurrent relays (OCRs). In this paper the ASCC modelling 
and its control strategy for fault detection and converter operation is investigated. The 
simulation of a typical three-phase ASCC shows the effect of the ASCC on fault current 
limiting and confirms the operation of the control system. The impact of different modes of 
ASCC on the operation of the main and backup OCRs is studied through the simulation of a 
typical distribution system. Simulation results confirm that the protective coordination of 
different modes of the ASCC is achieved by modifying both the time dial and pickup current 
parameters of the OCRs.  

 
Keywords:  current controller, fault current limiters, main and backup protection, over-
current relay, power distribution system, superconducting devices 

 
 
INTRODUCTION 
  

The recent growth of electrical energy demand and the rapid development of the power 
systems have increased short-circuit phenomena which can damage circuit breakers and other 
equipment. The application of  fault current limiters (FCLs) can be regarded as an effective solution 
for this issue [1]. Several researches have introduced and evaluated different types of FCLs. For 
example, the resistive,  magnetic-shield, high-temperature superconducting, saturated iron-core, and 
shunt superconducting FCL types have been presented   and examined [2-5]. In general, these types 
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of FCLs have a low resistance  against the line current under the normal state, but they suddenly 
represent a  large resistance against the  current when a fault occurs. 

The active superconducting current controller (ASCC) as a new  generation of 
series  compensations is a combination of superconductor technology and power electronic devices 
[6]. This type of superconducting FCL can decrease the fault current continuously at 
different  levels. In addition, it can also be implemented in the hybrid alternating-current-to-direct-
current (AC-DC) power supply systems   [7-8]. In spite of the aforementioned advantages, the ASCC 
may deteriorate the operation of employed over-current relays (OCRs). It stands to reason that 
reducing the fault current increases the trip time of the OCR and may deteriorate the transient 
stability of the network. The ASCC has been applied to reduce the fault current in the presence of a 
transformer rating of 100 megavolt-amperes to a level of normal current when a 45-megavolt-
ampere transformer is used [9]. Although the protective coordination of the main relay has been 
considered [9], there seems to be no study of the protective coordination of both the main and 
backup OCRs. Thus, the main aim of this work is to  analyse the protective coordination of the main 
and backup OCRs with adjustment of both the ASCC and OCR parameters to obtain a state of 
ASCC setting that can achieve simultaneously its most current-limiting capability and protective 
coordination. 
 
NOTATIONS 
 

L1, MS :  Self- and mutual-inductances of ASCC 
UA, IA :  Superconducting transformer phase-A primary voltage and current in a transmission 
             system 
Ua, Ia :  Superconducting transformer phase-A secondary voltage and current in a 
             transmission system. 
USA :  Voltage source of phase A  
Z1, Z2 :  Line and load impedances 
IAf-withASCC, IAf-noASCC :  Fault current with and without ASCC 
IAf-1, IAf-2, IAf-3 :  Fault current in modes 1, 2 and 3 
ZASCC-1, ZASCC-2, ZASCC-3 :  Limiting impedance of ASCC in modes 1, 2 and 3 
K :  Coefficient constant 
ZASCC-F, ZASCC-N :  Limiting impedance of ASCC in fault and normal states 
ZT

1, ZT
2, ZT

0 :  Equivalent impedance of positive, negative and zero sequences 
ZASCC

1, ZASCC
2, ZASCC

0 :  ASCC impedance of positive, negative and zero sequences 
       C1, C2 :  Split DC link capacitors 

Ld , Cd :  Filtering inductance and capacitor 
id, iq, i0 :  Instantaneous system current in synchronous reference frame 
id-ref, iq-ref, i0-ref :  Steady-state system current in synchronous reference frame 

i :  Amplitude of error between the instantaneous and steady-state current 
A, B, P :  Constants of a relay 
TD :  Time Dial of OCR 
M :  Multiple of current 
Iinput, Ip :  Fault current and pickup current of OCR 

 :  Angular frequency of source voltage 
j :  Index of imaginary numbers, which is equal to the square root of -1  
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CONFIGURATION AND MODELLING  
Structure and Principle of ASCC  
 

The ASCC structure for a typical three-phase circuit (Figure 1) consists of three 
superconducting transformers and one three-phase pulse-width-modulation (PWM) converter. In  the 
normal state, the limiting impedance of the ASCC is adjusted to zero, but  in the fault conditions it is 
increased through controlling the output current of the converter. Consequently, the fault current is 
limited to different levels [10-13].  

 

 
 

Figure 1.  Structure of a three-phase ASCC 

 
In this paper, phase A shown in Figure 1 is studied for the sake of simplicity of modeling, 

and the other two phases can be analysed in the same way. The primary voltage of the super- 
conducting transformer is expressed as follows [6, 11-13]. 

  
aSA1SA IMjILjU                                                                                                          (1)                      

 
where LS1 is defined as:   
 

S11S MLL                                                                                                                                 (2) 
 
In the normal state, Ia should be adjusted as:   
 

)
ZZ

U(
M
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M
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21

SA
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1S
A

S

1S
a                                                               (3)                   

 
When a fault occurs, the fault current without ASCC and with ASCC is defined as: 

1Z
UI SA

noASCCAf                                                            (4) 

1S1

aSSA
withASCCAf LjZ

IMjUI                                                        (5) 

 
In addition, the limiting impedance of ASCC (ZASCC) is defined as: 
 

aSSA

1S1aS
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ASCC IMjU

)LjZ(IMjLj
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Based on (5), three different modes are defined for the operation of ASCC [6-8]: 
 
Mode 1:  Ia is kept at the original setting, and 

1S1

A1SSA
1Af LjZ

ILjUI                                                                                                                   (7)                           

1S21

1S2
1ASCC LjZZ

)Lj(ZZ                                                                                                              (8)         

 
Mode 2:  The amplitude of aI is set at zero, and  

1S1

SA
2Af LjZ

UI                                                                                                                  (9)                           

1S2ASCC LjZ                                                                                                                         (10)   
                      
 
Mode 3:  Ia is adjusted so that the measured angle between uSA and j�MsIa is equal to 180°, and this 
is obtained by setting   j�Msi2a=-KuSA . In this mode, the limiting  impedance is defined as: 
 

1S1

aSSA
3Af LjZ

IMU
I                                                                                                                      (11) 

1S13ASCC Lj
K1

1Z
K1

KZ                                                                                           (12) 
 
In order to investigate the ASCC performance for asymmetric faults, it is assumed that 

a phase-A-to-ground fault occurs. The limiting impedance of phase A is therefore adjusted to the 
fault state impedance of modes 1, 2 and 3, and the limiting impedance for other phases is kept at its 
normal state. The voltage and current equations are thus expressed as:    

abcabcabc IZV                                                                                                                               (13)    
where 

NASCC

NASCC

FASCC
abc

Z
Z

Z
Z

00
00
00

 .

  
The zero-, positive- and negative-sequence components of phase A are obtained as:  
 

2

2

2

2012

1
1

111

00
00
00

1
1

111

3
1

aa
aa

Z
Z

Z

aa
aaZ

NASCC

NASCC

FASCC

                                                   

(14) 

 

 
where  1201a  ,  24012a .         

If a single-phase fault occurs, the fault current of positive, negative and zero sequences will 
be equal, and they are calculated as: 

   

)
3

( 021
210

fTTT

SA
FFF ZZZZ

UIII                                                                                              (15) 

 
In (15), ZT

1, ZT
2 and ZT

0 are the equivalent impedance of positive, negative and zero sequences, 
which are defined as:  
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ASCCTrST
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ZZZZ
ZZZZ
ZZZZ

                                                                                                                     (16) 

 
The fault current of positive, negative and zero sequences (I1

F, I2
F and I0

F) for two-phase and two-
phase-to-ground faults are obtained by (17) and (18) respectively: 
 

fTT
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0 0

                                                                                        (17)  
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F

aZZZ
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UII

I

02

02
1

.
21

0 0

                                                                                  (18)  

Control Strategy for Fault Detection and Voltage Source Converter     
 

The control strategy for fault detection is illustrated in Figure 2. For the sake of simplicity of 
the design, the currents are  expressed in the synchronous reference frame. In order to detect 
the  normal and fault conditions, instantaneous  currents (id, iq and i0) and steady-state currents (id-ref, 
iq-ref and i0-ref) are compared. If i> ithreshold , a fault occurs, and the ASCC provides  the required 
compensating voltage to control the fault current level [1].  

In addition, the control system diagram of a three-phase converter is shown in Figure 3. The 
reference current signals (iabc-ref) are determined based on the operating state of the main circuit and 
the current-limiting mode of the ASCC. Consequently, the reference currents and voltages are 
calculated. Finally, the voltage reference signals of the converter can be obtained by dq0-abc 
transformation [11]. 
 
Distribution System 
 
      In a number of research work [14-17], the system used by the Korea Electric Power 
Corporation was chosen for investigation in the presence of superconducting fault current limiters 
since it contains both main and backup protections. So this system is selected here as the case study. 
The ASCC employed in this system is depicted in Figure 4.  R1-R5 are OCRs that protect the related 
feeders of the distributed system, and R6 is used not only as the main protection for the transformer, 
but also as the backup protection for R1 - R5. In turn, R7 is employed as the backup protection for R6. 
The parameters of the distribution system, along with the initial settings of the OCRs, are shown in 
Table 1 [16]. 
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        Figure 2.  Control strategy for fault detection 
 

  
Figure 3.  Control strategy for a three-phase pulse-width-modulation converter 
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  Figure 4.  Schematic configuration of the distribution system 

 

                            Table 1.  Detailed specifications of distribution system and OCR 
 

Configuration 
components 

Specification 

Source 154 (KV) , 1.75% 

Transformer 154/22.9 (KV), 100 (MVA) , j 20(%) 

Distribution line Z0=8.68+j22.86 (%) , (100MVA) 
Z1=Z2 =3.48+j7.44 (%) , (100MVA) 

 
Loads 

 

Feeder1: 10 (MVA) , pf=0.95 Lag     
Feeder2: 7(MVA) , pf=0.95 Lag 
Feeder3: 9 (MVA) , pf=0.95 Lag     
Feeder4: 8 (MVA) , pf=0.95 Lag 
Feeder5: 8 (MVA) , pf=0.95 Lag 

 
OCR 

 

Load current: 1.13 (KArms) 
Full load current:  1.51 (KArms) 

Pick-up current of time delay operation: 2.1 (KArms) 
Level: 1 

Parameters of very-inverse-type OCR: A=3.88, 
B=0.0963, P=2, TD=0.4 

Superconducting 
FCL parameters Ls1=Ls2=5 (mH), Ms=4 (mH) 

  
 

Modelling of OCR 
     

For the modelling purpose, the operational equations of OCR are obtained as follows [16]: 

TDB
M

ATime Ptrip *)
1

(                                                                                                      (19) 

pickup

input

I
I

M                                                                                                                             (20) 

 
where A, B and P are determined based on the type of relays.  According to (20), Iinput is equal to the 
fault current and Ipickup is one of the setting parameters of  OCR. TD is another setting parameter of 
OCR. By adjusting TD and Ipickup through analysis of the time-current curve, the 
protective  coordination of ASCC with OCR is obtained for different current limiting modes. 
According to (7) - (11), the operational equations of OCR without ASCC and in the presence of 
ASCC are obtained as follows:  
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Equations (21) show that reducing the fault current increases the trip time of OCR so that 

ASSC with mode 3 provides the largest trip time of OCR (i.e.                   

123 )()()( ASCCtripASCCtripASCCtrip TimeTimeTime ). This increase in the relay operation may therefore 

deteriorate the transient stability. For this reason, the protective coordination between ASCC and 
OCR for the whole modes of ASCC is inevitable, and this is performed through the setting of OCR 
parameters. 
 

SIMULATIONS AND RESULTS  
 

In order to evaluate the effect of different modes of ASCC on current limiting, a simulation 
of the three-phase circuit shown in Figure 1 was performed. In addition, to study the protective 
coordination of the main and backup relays by considering all different modes of ASCC, a 
simulation of the distribution system depicted in Figure 4  was also carried out. 
 

Current Limiting Test  
 

To assess the performance of the three aforementioned modes of ASCC on current limiting, 
the model shown in Figure 1 with parameters as in Table 2 was simulated in MATLAB. In order to 
evaluate and compare the effects of different modes of ASCC on current limiting, the fault current 
waveforms with and without ASCC are compared (Figure 5), which shows that ASCC can reduce 
the fault current as expected. In addition, by adjusting the phase angle of output current of the 
converter to 90° (i. e. mode 3), the maximum effect of fault-current limiting is obtained.  

 
                                               Table 2.  Parameters of simulated system 
 

Parameter Value 

[USA, Udc] [220,600] (V) 

Z1 0.19 + 2.16 i ( ) 

Z2 15 + 2 i ( ) 

F 50 (Hz) 

Ls1=Ls2 10 (mH) 

[Ms, Lf] [9, 6] (mH) 

C1=C2 2000 (μF) 

Cf 30 (μF) 
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Figure 5.  Comparison of fault current characteristics 

 
By supposing the operation of ASCC in mode 3, the voltage and current reference signals of 

the converter under different conditions, viz. normal state, three-phase fault and single-phase fault, 
are shown in Figure 6. Figure 6a shows the reference currents of the normal state. The reference 
current of phase A can be obtained based on equation (3), and reference currents of the other phases 
(B and C) are the same as that of phase A due to symmetrical conditions (Ia-ref =15.7�-15.3°, Ib-ref = 
15.7�-135.3° and Ic-ref =15.7�104.3°). In Figure 6b, the reference current of phase A is 15.7� 90° 
since the ASCC operates in mode 3. Consequently, due to a symmetrical fault, Ib-ref and Ic-ref are 
equal to 15.7�-30° and 15.7�-150° respectively. In Figure 6c, as a result of the operation of ASCC 
in mode 3, the current of phase A is 15.7� 90°, and because of an unsymmetrical fault, Ib-ref = 
15.7�-135.3° and Ic-ref =15.7�104.3° are obtained similar to the normal state. In addition, when the 
single-phase fault occurs, the AC components of DC link voltage of the converter (Udc1 and Udc2) 
are opposite to each other, and the total DC voltage is kept at the level of 600 V.   
    Figure 7 depicts the current and voltage waveforms of the superconducting transformer in 
the presence of the ASCC. Interval t = 0.2-0.23 sec. is the time for detecting the fault for the 
operation of the converter, and the line current is reduced to 44.38 A since the ASCC operates in 
mode 1.  Similarly, from t = 0.23 sec. to 0.4 sec., by setting the phase angle of compensating current 
(Ia) to 90°, defined as mode 3, the fault current is reduced to 30.76 A. It is notable that when a fault 
occurs, the fault current is suddenly reduced to a suitable level when the ASCC with its original 
setting operates in mode 1. After fault detection, based on the converter’s control strategy, the 
ASCC operates in mode 3, causing the maximum effect on current limiting. In other words, the 
operating modes of the ASCC are selected based on the reference signals.      
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Figure 7.  Waveforms of superconducting transformer: (a) primary current (IA); (b) primary voltage 
(UA); (c) secondary current (Ia); (d) secondary voltage (ua) 

 

Operation of OCRs 
 

In the first state, the operation of one relay (R6) was investigated and its appropriate setting 
parameters for the protective coordination in the whole modes of ASCC were calculated. Then the 
protective coordination of the whole relays, illustrated in Figure 4, was evaluated. For different 
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operating modes of ASCC, the time-current curve of the OCR is shown in Figure 8. To meet the 
protective coordination in modes 1 and 2, the modification of TD value  from ‘0.5’ to ‘0.1’ is 
inevitable. The operation times of OCR in this case are reduced to 0.27   sec. and 0.3 sec. 
respectively. When the ASCC operates in mode 3 and TD is equal to ‘0.1’, the operation time of 
OCR is 0.57 sec. and thus, in this mode  adjusting the other setting parameter of OCR (Ipickup) is 
necessary. According to Figure 8d, when  the TD value of OCR changes from ‘0.5’ to ‘0.1’ and 
Ipickup is also modified from ‘2.1’ to ‘1.9’, the protective coordination in three operation modes is 
performed. Based on equation (5), in mode 3, when the amplitude of output current of the converter 
is increased, the current limiting further decreases, and consequently the protective coordination 
cannot be achieved even by adjusting the OCR parameters to their minimum values. 
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Figure 8. Time-current curve of OCR operation for the protective coordination with ASCC 
operation: (a) original settings of OCR; (b) Coordination with modified TD; (c) Coordination by 
modifying both TD and Ip for mode 3; (d) Coordination by modifying both TD and Ip for modes 1-3 
 

In the second state, to study the protective coordination of the whole OCRs, simulations 
consisting of 27 cases of coordination (nine protective states and three modes of ASCC) were 

considered. The values of rated current (In), short-circuit current (ISC), current transformer ratio and 
tap setting of relays as the initial setting of OCRs are tabulated in Table 3. The instantaneous relays 
were set based on 50% of the short-circuit current at point F (Figure 4). R7 was also set based on 
1.25 ISC when the fault occurred in location R6. It should be noted that R6 is the backup protection 
for R1 - R5 and R7 is the backup for R6.  

Figure 9 shows the time-current curves of R1-R5 with different values of TD when the ASCC 
operates in mode 1. The multiple currents of R1-R5 are shown in Table 4. Based on Figure 9, in 
order to meet the protective coordination of R1 to R5 for mode 1, the modification of TD value from 
‘0.5’ to ‘0.4’ (for R2-R5) and to ‘0.3’ (for R1) is needed. Figure 10 shows time-current curves of the 
main and backup protection of R6 and R7 in mode 1 of ASCC. To perform the protective 
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coordination of R6 and R7 in mode 1, the modification of their TD values to ‘0.1’ and ‘0.5’ 
respectively is needed. Table 5 lists the modified values of setting parameters of R6 and R7 in the 
three operation modes of ASCC.  

 
                              Table 3.  Values of OCR parameters 
 

Tap setting of relay 
Current 

transformer 
ratio 

Isc (A) In (A) 
      Circuit  
      breaker 

3 700/5 12560 252.11 1 

2 700/5 12560 176.48 2 

3 700/5 12560 226.9 3 

3 700/5 12560 201.69 4 

3 700/5 12560 201.69 5 

8 1100/5 12560 1058.87 6 

1 1100/5 21240 157.46 7 
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Figure 9.  Time-current curves of R1-R5 in the case that TD is adjusted to meet the coordination in 
mode 1 

 

According to Tables 4 and 5, if the modifications of TD value from ‘0.5’ to ‘0.3’ for R1 and 
R3 and from ‘0.5’ to ‘0.4’ for R2, R4 and R5 are carried out, the protective coordination in mode 2 is 
achieved. In addition, the coordination of R6 and R7 in mode 2 is similar to that in mode 1. 
Similarly, when the ASCC operates in mode 3, the modification of TD value from ‘0.5’ to ‘0.3’ for 
R1-R5 is needed. By the same token, for the coordination of R6 in mode 3, both setting parameters 
(TD and tap setting) need to be modified. Again, based on Table 5, the modifications of TD from 
‘0.7’ to ‘0.1’ and also of the tap setting of relay from ‘7’ to ‘6’ are required for R6. Finally, with the 
modification of TD from ‘1.7’ to ‘0.4’, the coordination of R7 is done in mode 3. 
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                          Table 4.  Setting parameters of R1-R5 in different modes 
 

 R1 R2 R3 R4 R5 

 
Mode1 

Without 
correction 

Multiple of current 5.57 7.83 6.71 7.83 7.83 
Trip time (sec.) 0.27 0.22 0.24 0.22 0.22 

With 
correction 

TD (sec.)  0.3 0.4 0.4 0.4 0.4 
Trip time (sec.) 0.16 0.18 0.19 0.18 0.18 

 
 

Mode2 

Without 
correction 

Multiple of current  5.43 7.67 5.57 7.67 7.67 
Trip time (sec.) 0.27 0.23 0.27 0.23 0.23 

With 
correction 

TD (sec.) 0.3 0.4 0.3 0.4 0.4 
Trip time (sec.) 0.16 0.18 0.16 0.18 0.18 

 
Mode3 

Without 
correction 

Multiple of current  4.71 7 5.57 6.5 6.5 
Trip time (sec.) 0.31 0.24 0.27 0.24 0.24 

With 
correction 

TD (sec.) 0.3 0.3 0.3 0.3 0.3 
Trip time (sec.) 0.18 0.14 0.16 0.15 0.15 
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Figure 10. Time-current curves of R6 and R7 to meet the coordination of main and backup 
protection in mode 1 
 

         Table 5.  Setting parameters of R6 and R7 in different modes 
 

  
Tap setting 

of relay 

 
TD 

 
Multiple of 
current as 

backup 
protection 

 
Trip time as 

backup 
protection 

(sec.) 

 
Multiple of 
current as 

main 
protection 

 
Trip time as 

main 
protection 

(sec.) 
  

Mode 1 
R6 7 0.1 1.55 0.59 2.61 0.13 
R7 1 0.5 3.2 0.53 4 0.36 

 
Mode 2 

R6 7 0.1 1.5 0.58 2.25 0.14 
R7 1 0.5 3.04 0.54 4 0.36 

 
Mode 3 

R6 6 0.1 1.48 0.58 2.5 0.14 
R7 1 0.4 2.6 0.54 4 0.3 
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CONCLUSIONS 
 

When an ASCC was tested through simulations in a typical three-phase circuit to evaluate its 
effect on fault current limiting, simulation results confirmed the appropriate performance of 
different operation modes and control strategy of the ASCC. In other words, this study shows that 
by adjusting the ASCC in different operating modes, the setting parameters of OCRs are modified 
to obtain the protective coordination. Also, simulation results confirmed that for mode 3, when the 
amplitude of output current of the converter is increased, the current limiting further decreases. 
Although ASCC is more effective for current limiting in this case than the other cases, the 
protective coordination may deteriorate because of an excessive reduction in current even when the 
OCR parameters are adjusted to their minimum values. Therefore, this limitation should be 
considered in an ASCC setting.   
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Abstract: The synthesis of a heterogeneous azeotropic distillation process for ethanol 
dehydration using 1-butanol as entrainer is presented. The residue curve map of the 
ethanol/water/1-butanol mixture is computationally generated using non-random two-
liquid thermodynamic model. It is found that 1-butanol leads to a residue curve map 
topological structure different from that generated by typical entrainers used in ethanol 
dehydration. Synthesised by residue curve map analysis, the distillation flowsheet for 
ethanol dehydration by 1-butanol comprises a double-feed column integrated with an 
overhead decanter and a simple column. The double-feed column is used to recover water 
as the top product, whereas the simple column is used for recovering ethanol and 1-
butanol. The separation feasibility and the economically near-optimal designs of distillation 
columns in the flowsheet are evaluated and identified by using the boundary value design 
method. The distillation flowsheet using 1-butanol is compared with the conventional 
process using benzene as entrainer. Based on their total annualised costs, the ethanol 
dehydration process using 1-butanol is less economically attractive than the process using 
benzene. However, 1-butanol is less toxic than benzene. 
 
Keywords:  ethanol dehydration, heterogeneous azeotropic distillation, 1-butanol, 
entrainer 

________________________________________________________________________________ 
 

INTRODUCTION 
 

Bioethanol derived from biomass is gaining significance as a biofuel. However, the process 
for recovering ethanol from the fermentation product is energy-intensive. Usually, the dilute ethanol-
water mixture with an ethanol concentration about 5-12 wt% [1] is firstly dehydrated by an ordinary 
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distillation to a concentration close to the azeotrope. Then the ethanol mixture is further dehydrated 
to highly pure ethanol by a separation technique that can break the ethanol/water azeotrope. 
Conventional technologies, e.g. azeotropic distillation and adsorption, are continuously improved 
because a demand for anhydrous ethanol has been greatly increased. 

The dehydration of ethanol can be accomplished in a heterogeneous azeotropic distillation 
process using a third component called entrainer that induces the immiscibility of two-liquid phases 
to facilitate the separation. The additional component alters the thermodynamic property of the 
original mixture. Examples of entrainers for ethanol dehydration are benzene [2, 3], cyclohexane [4], 
pentane [5], isooctane [6, 7] and hexane [8]. Most of the entrainers that have been explored were 
selected such that they form a binary homogeneous azeotrope with ethanol, a binary heterogeneous 
azeotrope with water and a ternary heterogeneous azeotrope. Thus, those entrainers have similar 
performance with respect to ethanol dehydration [9]. 

The similarity of those entrainers can be seen from the residue curve map of the mixture, 
which is a useful graphical tool for characterising azeotropic mixtures and designing distillation 
processes. Figure 1 illustrates a common residue curve map and vapour-liquid-liquid equilibrium for 
a mixture of ethanol, water and a typical entrainer. A residue curve is generally used as an 
approximation of the liquid composition profile for a staged column at total reflux [10, 11]. The 
presence of one ternary and three binary azeotropes in the mixture induces distillation boundaries 
that divide the residue curve map into three distillation regions. In each region, all residue curves 
start at the same starting point (unstable node) and end at the same ending point (stable node). In 
general, the products of a simple distillation column, which is a column with one feed and two 
products, are restricted to be in the same distillation region [10].  However, the immiscibility of two 
liquid phases may allow the products in different distillation regions to be recovered, as will be 
described as follows. 

 

 
 

Figure 1.  Vapour-liquid-liquid equilibrium and residue curve map of a ternary mixture of  
         ethanol, water and a typical entrainer [9] 

 
A typical heterogeneous azeotropic distillation process for ethanol dehydration using an 

entrainer, e.g. benzene and cyclohexane, is presented in Figure 2. The process consists of a 
distillation column with an integrated overhead decanter and a simple column. The ethanol/water 
azeotropic mixture and the entrainer are fed to the first column where highly pure ethanol is 
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recovered as a bottom product. At the top of the first column, the overhead vapour with a 
composition near the ternary minimum-boiling heterogeneous azeotrope is condensed and two liquid 
phases in equilibrium are formed in the decanter. The entrainer-rich phase is mixed with a part of the 
entrainer-lean phase before being refluxed back to the column. The entrainer-lean phase from the 
decanter is taken out as a top product. By using the column with an integrated decanter, the top and 
bottom products can be in different distillation regions. Subsequently, the top product from the first 
column is separated further in the simple column where highly pure water is obtained as the bottom 
product and the distillate is recycled to the first column. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (a) (b) 

 
    Figure 2.  (a) Heterogeneous azeotropic distillation process for ethanol dehydration using a 
    typical entrainer; (b) residue curve map showing material balance of the process [9] 
 

In this study, the feasibility of using 1-butanol as an entrainer for the dehydration of ethanol is 
investigated. 1-Butanol is a biofuel that can be produced from the fermentation of biomass and it is 
less toxic than benzene. It is found in this work that the residue curve map of the ethanol/water/1-
butanol mixture is very different from that of the mixture of ethanol, water and typical entrainers 
shown in Figure 1. 1-Butanol forms a heterogeneous azeotrope with water but does not form an 
azeotrope with ethanol. None of entrainers giving a residue curve map similar to that of 
ethanol/water/1-butanol mixture have been explored for ethanol dehydration. 

This paper presents a synthesis of heterogeneous azeotropic distillation process using 1-
butanol as entrainer for the dehydration of ethanol. The process is synthesised based on the residue 
curve map analysis. The distillation columns in the proposed process are assessed for their separation 
feasibilities and economic performance by using the boundary value method, which is a conceptual 
design method, developed by Prayoonyong and Jobson [12]. The proposed process using 1-butanol 
is compared in terms of total annualised costs with the conventional process utilising benzene as 
entrainer. 

 

RESIDUE CURVE MAP OF ETHANOL/WATER/1-BUTANOL MIXTURE  
A residue curve displays the change in the composition of the liquid remaining in a single 

stage batch distillation over a period of time. It can be used for representing an approximation of the 
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liquid composition profile of a staged column operating at total reflux. A residue curve can be 
calculated from the following differential equation [13]:  

 ii
i yx

d
dx

−=
ξ

 (1) 

where xi is the mole fraction of component i in the liquid, yi is the mole fraction of component i in 
the vapour that is in equilibrium with the liquid, and ξ is dimensionless time.     

The residue curve map and heterogeneous boiling envelope of the ethanol/water/1-butanol 
mixture at atmospheric pressure are shown in Figure 3. The residue curves generated from equation 
(1) and the two-liquid phase region were constructed using MATLAB [14] interfaced with Aspen 
HYSYS [15] from which the phase equilibrium of the mixture is obtained. The phase equilibrium was 
predicted using a non-random two-liquid (NRTL) model [15] for the liquid phase and the ideal gas 
law for the vapour phase. The NRTL interaction parameters from Aspen HYSYS [15] are shown in 
Table 1. Besides the binary homogeneous azeotrope of ethanol and water, the mixture has a binary 
heterogeneous azeotrope of water and 1-butanol, which are partially miscible. The residue curve map 
(Figure 3) is divided into two distillation regions. In region 2, all residue curves start from the 
ethanol/water azeotrope (unstable node UN) and end at the 1-butanol vertex (stable node SN2), but 
approach different saddle points. Distillation region 2 is thus divided further into two compartments. 
The residue curves in one compartment move towards and away from the water/1-butanol azeotrope 
(saddle point S1) while those in the other compartment approach ethanol (saddle point S2). The 
compartment boundary can be linearly approximated as shown by the dash line in Figure 3.       

 
          Table 1.  NRTL interaction parameters (aij and αij) for ethanol/water/1-butanol mixture  
           from Aspen HYSYS [15]. The interaction parameters bij are all zero.  

 

Parameter Component i Component j 
Ethanol Water 1-Butanol 

aij 
Ethanol - 1332.312 -32.941 
Water -109.634 - 570.136 

1-Butanol 38.072 2794.666 - 

αij 
Ethanol - 0.303 0.304 
Water 0.303 - 0.470 

1-Butanol 0.304 0.470 - 
 

The NRTL-ideal gas model with the interaction parameters in Aspen HYSYS adequately 
predicts the phase equilibrium of the mixture. The predicted binary azeotropes agree well with those 
found from the experiments by Iwakabe and Kosuge [16]. The selected thermodynamic model also 
predicts well the compositions of vapour and two liquid phases corresponding to the heterogeneous 
azeotrope of water and 1-butanol, compared to the experimental results of Iwakabe and Kosuge 
[16]. However, the calculated two-liquid phase envelope is slightly different from the experimental 
data of Iwakabe and Kosuge [16] and Gomis et al. [17]. 
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    Figure 3.  Residue curve map and heterogeneous boiling envelope of ethanol/water/1-butanol   
    mixture at 101.3 kPa calculated using NRTL-ideal gas model in Aspen HYSYS [15] 

 

DISTILLATION PROCESS SYNTHESIS  
 

The feed to be separated consists of 89.4 mol% ethanol and 10.6 mol% water, which is a 
composition close to the azeotrope. The feed is a saturated liquid at 101.3 kPa and has a flow rate of 
100 kmol h-1. The distillation flowsheet for ethanol dehydration using 1-butanol as entrainer was 
synthesised based on the residue curve map and volatility-order diagram analysis. Only single- and 
double-feed columns integrated with overhead decanters were taken into account. The decanters 
were operated at the boiling point of heterogeneous liquid mixtures; operating the decanters at a sub-
cool temperature was not considered. All separation units were operated at 101.3 kPa with no 
pressure drop.  

As described in the previous section, distillation region 2 in the residue curve map of the 
ethanol/water/1-butanol mixture (Figure 3) has two non-adjacent saddle points (ethanol and the 
heterogeneous azeotrope of water and butanol) dividing the region into two compartments. Methods 
for identifying feasible products from a simple column in different distillation compartments (split 
crossing compartment boundary) have been developed [18, 19]. However, none of the methods lead 
to a feasible split employing a simple column to recover saddle-type products in different adjacent 
compartments. Generally, a pure component which is a saddle in a distillation region cannot be 
recovered from a simple column at high purity [20]. Typically, the separation to obtain saddle-type 
products in different compartments is performed in a double-feed column. A well-known example is 
the dehydration of ethanol using ethylene glycol as entrainer in a double-feed column in which 
ethanol (a saddle product) is recovered as a top product and a mixture of water and ethylene glycol 
is removed at the bottom [18, 21]. Subsequently, water (another saddle product) is separated from 
ethylene glycol using another simple column.  
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The residue curve map of ethanol/water/1-butanol mixture can be classified as Serafimov’s 
class 2.0-2b [22]. For such topological structure of residue curve map, Moussa and Jiménez [21] 
proposed a heterogeneous extractive distillation flowsheet to recover two non-adjacent saddles as 
products. Their flowsheet involved using a double-feed column integrated with an overhead decanter 
to firstly recover one of the saddle products and using a simple column to recover another one. 
Moussa and Jiménez [21] assumed that the entrainer and the saddle component consist of similar 
chemical compounds with high affinity to each other. Thus, the heterogeneous azeotrope is firstly 
recovered from the double-feed column at the top as the entrainer and the saddle component flow 
together to the bottom of the double-feed column. 

Either the saddle heterogeneous azeotrope or the saddle component to be recovered as the 
top product of the double-feed column can be evaluated from a univolatility curve, which is the curve 
showing the locus of points where the relative volatility of one component to that of the other equals 
unity [22]. The univolatility curve divides the residue curve map or distillation region into two 
regions. In one region, one component is more volatile than the other, whereas it is less volatile in 
the other region. For a homogeneous extractive distillation, the heavy entrainer will be a stable node 
in the residue curve map, whereas the two azeotropic components are saddle points. A univolatility 
curve of the azeotropic constituents can be generated starting from the azeotrope and ending on one 
of the other two edges of the residue curve map. Laroche et al. [23] found that the saddle 
component to be recovered as the top product of the double-feed column must lie on the edge that is 
intersected by the univolatility curve. This is deduced from the fact that this saddle component must 
be more volatile than the other saddle components in the middle and stripping sections, whereas it 
becomes less volatile at least at the top of the rectifying section. The intersection of the univolatility 
curve and an edge of the residue curve map indicates that the volatility order of the saddle 
components (two azeotropic components) changes along that edge, whereas there is no change in 
volatility order along the other edge. The method of Laroche et al. [23] is also valid for the case of 
heterogeneous extractive batch distillation [24]. 

For the ethanol/water/1-butanol mixture, the univolatility curve of ethanol and water is shown 
in Figure 3. The curve starts from the minimum-boiling azeotrope and reaches the edge of water-
butanol, illustrating that ethanol is more volatile than water in the region below the univolatility 
curve and the volatility order is reversed in the region above the curve, whereas 1-butanol is always 
less volatile than ethanol and water in distillation region 2. Following the method of Laroche et al. 
[23], the heterogeneous azeotrope of water and 1-butanol (saddle point S1) is recovered as the top 
product of the double-feed column while ethanol (saddle point S2) is taken down the column by 1-
butanol. Since the azeotrope of water and butanol is a heterogeneous one, the condenser at the top 
of the column allows the two liquid phases to be formed. Thus, a decanter equipped at the top of the 
double-feed column may be applied such that an aqueous phase can be recovered as a product and an 
organic-rich phase is refluxed back to the column. 

From the discussion above, the ethanol dehydration process using 1-butanol is shown in 
Figure 4. The process comprises a double-feed column with an integrated decanter (C-1) and a 
single-feed column (C-2). The ethanol/water azeotropic mixture is added to the double-feed column 
(C-1) as a lower feed, whereas 1-butanol is added as an upper feed. A vapour with a composition 
close to the heterogeneous azeotrope of water and butanol, which is a saddle point (S1), is obtained 
from the top of the double-feed column and condensed in the decanter where an aqueous phase is 
recovered.  A mixture of ethanol and butanol from the bottom of the column is further separated in 
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the subsequent simple column (C-2) where highly pure ethanol, which is another saddle point (S2), is 
produced. Nearly pure 1-butanol from the simple column is recycled to the double-feed column 
together with some of the aqueous phase from the decanter.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 (a) (b) 
 
Figure 4.  Distillation flowsheet for ethanol dehydration using 1-butanol (a) and triangular diagram 
showing mass balance of the process (b) 

 

DISTILLATION PROCESS EVALUATION  
 

The separation feasibility and economic performance of the proposed distillation process 
(Figure 4) were evaluated using the boundary value method developed by Prayoonyong and Jobson 
[12]. The boundary value method is a column design method for establishing separation feasibility 
and designing columns for separating ternary ideal and azeotropic mixtures [13]. The method 
requires the column product composition to be fully specified. Then the liquid composition profiles 
for each column section are calculated using the material and energy balance over each column 
section, along with the phase equilibrium at a given reflux (or reboil) ratio. A given set of column 
specifications is identified as feasible if the intersection of the composition profiles of each column 
section is found. The number of theoretical stages can then be counted from the composition profiles 
and the feed location is identified from the intersection of the two profiles. By applying the boundary 
value design method, a feasible and economically near-optimal column design can be identified 
systematically. The results from the design method also make possible a comparison of column 
designs and of distillation processes in terms of an indicator, e.g. total annualised cost. A recent 
development of the design method allows its application to single- and double-feed columns with 
integrated decanters in which the presence of two liquid phases is not limited to the decanter [12].  

A process simulation software was not applied for evaluating the processes because the 
simulation of a heterogeneous azeotropic distillation column requires an iterative and exhaustive 
change in the column design parameters until a converging and/or optimal solution is found [25]. 
Furthermore, a multiplicity of solutions is commonly encountered in the simulation of heterogeneous 
azeotropic distillation columns [25, 26].  
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Before designing the columns in the process (Figure 4) by the boundary value method, the 
material balance of the process must be completed. In this step, the mole fractions of some 
components in the product streams of both columns were specified. Then the material balance of the 
process was solved using Excel to determine the compositions and flow rates of all streams in the 
process.  

Once the material balance of the process is completed, each column in the process can then 
be designed individually using the boundary value method. The calculation required in applying the 
boundary value method was performed using MATLAB interfaced with Aspen HYSYS for enthalpy 
calculation and for retrieving the phase equilibrium properties of the mixture [27]. To design a 
column, the liquid composition profiles for each column section were calculated stage by stage 
starting from the specified product compositions using material and energy balances along with phase 
equilibrium. The composition profiles were generated for a range of key design variables, e.g. reflux 
ratio, reboil ratio and feed condition. The choice of design variables depends on the type of column. 
For a column with an overhead integrated decanter, the ratio of the molar flow rate of heavy liquid 
to that of total liquid in the reflux stream, called reflux phase split ratio, is also a degree of freedom. 
For the double-feed column, the upper-to-lower feed rate ratio and the location of the lower feed are 
additional design variables. The proposed separation is feasible if a rectifying profile intersects a 
stripping profile (for the single-feed column) or a middle section profile (for the double-feed column) 
in the composition space.  

When a feasible column design was found from an intersection of the profiles, its column 
design parameters at a set of design variables, e.g. number of stages, feed location and heat duties, 
were obtained. The column designs were searched from a range of key design variables and a number 
of feasible designs for each column were generated. Those feasible designs were evaluated on the 
basis of their total annualised costs estimated from their column design parameters. As a result, the 
most attractive design with the lowest cost was identified. However, the most attractive design found 
from the boundary value method is the design with economically near-optimal performance because 
the feasible designs are generated iteratively from a range of design variables. 

After the near-optimal designs for all columns have been identified, the total annualised cost 
of the distillation process can be estimated. The total annualised cost is the sum of operating and 
annualised capital costs. The capital cost includes the installed costs of the main equipment, i.e. 
columns, decanters and heat exchangers. They are estimated using cost models [28, 29] based on the 
sizes of column and decanter vessel, heat transfer area, and materials. The capital cost is annualised 
over a three-year period with an interest rate of 5%. The operating cost includes the costs of steam 
and cooling water estimated using cost models [30, 31].  

For the proposed distillation flowsheet (Figure 4), the application of the boundary value 
method indicated that the separations in both columns are feasible. The mass balance of the process 
was calculated based on fully specified feed and product compositions, initially assuming an upper-
to-lower feed rate ratio, as shown in Table 2. The upper-to-lower feed rate ratio was varied later on, 
ranging from 8 to 15. The top product composition of the double-feed column C-1 was specified 
such that two liquid phases appear in the top decanter and 98.6 mol% water is obtained. The ethanol 
concentration in the product stream of the process was assigned to be 99 mol% (99.5% v/v). At an 
upper-to-lower feed rate ratio, a feasible column design for the two columns was searched for a 
reflux ratio range of 2-15 for column C-1 and 2-20 for column C-2. For the double-feed column C-1, 
the reflux phase split ratio and reboil ratio were varied within the range of 0-1 and 0.4-0.8 
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respectively. The location of the lower feed was also changed. Note that some of the aqueous phase 
from the integrated decanter has to be recycled to mix with 1-butanol from the recovery column and 
the make-up stream so as to make the separation in the double-feed column feasible. The 
temperature of the upper feed was determined from the energy balance of the column and only 
designs that need the upper feed temperature ranging between 35-180o C were accepted. 

 
 Table 2.  Mass balance of distillation process for ethanol dehydration using 1-butanol in Figure 4 
 (upper-to-lower feed rate ratio = 8) 
 

 FL FM FU D1
 D1

R B1 D2 B2 

Composition (mole fraction)        
 Ethanol 
 Water 
 1-Butanol 
Flow rate (kmol h-1) 

0.8940a 

0.1060a 

0.0000 
100.00a 

0.0000 
0.0000 
1.0000a 

0.15 

0.0001 
0.0121 
0.9878 
800.00 

0.0010a 
0.9860 
0.0130a 

9.86 

0.0010 
0.9860 
0.0130 
9.78 

0.1016 
0.0010a 
0.8974 

880.36 

0.99000a 
0.00975 
0.00025a 

90.29 

0.0001a 
0.0000 
0.9999 

790.07 

Feed condition Saturated 
liquid 

Saturated 
liquid 

      
   
  a Specified value 

 
All feasible designs of each column in Figure 4 were evaluated in terms of total annualised 

costs and the economically near-optimal design was identified. The details of the near-optimal design 
of the two columns and the total annualised cost of the distillation process are summarised in Table 
3. The corresponding composition profiles of the columns are shown in Figure 5. The near-optimal 
designs were found at the upper-to-lower feed rate ratio of 8. With an upper-to-lower feed rate ratio 
less than 8, the separation in the double-feed column is infeasible.  

 
Table 3.  Summary of near-optimal designs and total annualised costs of columns in 
 ethanol dehydration process using 1-butanol (Figure 4) 

 
 C-1 C-2 
Upper-to-lower feed ratio 8 - 
Reflux ratio 8 8 
Reflux phase split ratio 0 - 
Reboil ratio 0.5 0.95 
Temperature of the upper feed, oC 43.5 - 
Total number of stages 46.2 19.3 
Number of stages in the rectifying section     2.7 10.3 
Number of stages in the stripping section     16 - 
Number of stages in the middle section 29.5 - 
Condenser duty, kW 2094 8696 
Reboiler duty, kW 5406 8954 
Heating duty of the heat exchanger HX-1, kW 3567 - 
Total annualised cost,  million bahts per year 61 104 
Total annualised cost,  million bahts per year 165 
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Figure 5.  Liquid composition profiles of (a) the double-feed column C-1 and (b) the single-feed 
column C-2 in Figure 4, calculated from the boundary value method according to specifications and 
design results in Tables 2 and 3 

 
COMPARISON OF ETHANOL DEHYDRATION PROCESSES  
 

To compare with the ethanol dehydration process using 1-butanol (Figure 4), the columns in 
the distillation process using benzene as entrainer shown in Figure 2 were designed by applying the 
boundary value method and evaluated with respect to its total annualised cost. The residue curve 
map and the heterogeneous boiling envelope of the ethanol/water/benzene mixture at 101.3 kPa were 
calculated using MATLAB interfaced with Aspen HYSYS for retrieving the phase equilibrium 
properties of the mixture. The UNIQUAC-ideal gas model [15] and the interaction parameters in 
Aspen HYSYS [15] were used for predicting the phase equilibrium. The mass balance over the 
process and the details and costs of the near-optimal design are shown in Tables 4 and 5. The top-
product composition of the first column C-1 was selected such that it is located in the two-phase 
region and a part of its corresponding tie line is in the same region as the bottom product (see Figure 
6a). Feasible designs of the column with the integrated decanter C-1 were searched for the ranges of 
reflux ratio and reflux phase split ratio of 6-11 and 0-1 respectively. For the simple column C-2, the 
reflux ratio was varied from 5 to 15. The composition profiles of the columns corresponding to the 
process mass balance and design results in Tables 4 and 5 are shown in Figure 6. 

 
Table 4.  Mass balance of the distillation process for ethanol dehydration using benzene (Figure 2)  

 F FM F’ D1 B1 D2 B2 

Composition (mole fraction)       
 Ethanol 
 Water 
 Benzene 
Flow rate (kmol h-1) 

0.8940a 

0.1060a 

0.0000 
100.00a 

0.0000 
0.0000 
1.0000a 

0.02 

0.8018 
0.1221 
0.0760 
130.50 

0.3800a 
0.3740 
0.2460 

40.26 

0.99000a 
0.00975 
0.00025a 

90.24 

0.5000a 
0.1751 
0.3249 

30.48 

0.0060 
0.9940 

1×10-6 a 
9.78 

Feed condition Saturated  
liquid 

Saturated 
liquid 

     
a Specified value 
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Table 5.  Summary of near-optimal designs and total annualised costs of columns in  
ethanol dehydration process using benzene (Figure 2) 

 
 C-1 C-2 
Reflux ratio 7.25 8 
Reflux phase split ratio 0.29 - 
Reboil ratio 3.44 24.74 
Number of heterogeneous stages in the rectifying section (from the top) 2 - 
Phase split ratio of the last heterogeneous stage 0.3 - 
Total number of stages 17.1 8.9 
Number of stages in the rectifying section 2.5 8.9 
Condenser duty, kW 3309 2897 
Reboiler duty, kW 3323 2905 
Total annualised cost,  million bahts per year 88 35 
Total annualised cost,  million bahts per year 123 

 

 
         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (a) (b) 
 

          Figure 6.  Liquid composition profiles of columns in Figure 2 (calculated from boundary value 
method corresponding to specifications and designs in Tables 4 and 5): (a) column with integrated 
decanter C-1; (b) simple column C-2 
 

According to Tables 3 and 5, the proposed process using 1-butanol is more expensive than 
that using benzene. The columns in the proposed process (Figure 4) require more theoretical stages 
and heat duties than those in the process using benzene (Figure 2). In particular, the high cost of the 
distillation process using butanol stems from the cost of butanol recovery column (column C-2 in 
Figure 4). In column C-2 in Figure 4, not only is nearly pure ethanol recovered at the top, but also 
highly pure butanol is obtained at the bottom. The butanol recovery column requires a large amount 
of heat duties due to the higher boiling point of 1-butanol compared to that of benzene while the 
prices of the two entrainers are presently close to each other. 

Although the cost of ethanol dehydration process using 1-butanol may be higher than that 
using benzene, 1-butanol is less toxic than benzene and while there is no limitation of butanol 
remaining in the fuel-graded ethanol since butanol is an alternative biofuel, the level of benzene in 
ethanol-blended fuels is limited by laws in many countries [32, 33]. The proposed process may also 
be further developed and become more economically attractive by applying another entrainer that 
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leads to the same residue curve map topological structure as that for butanol but with a lower price. 
Also, in this study only single- and double-feed columns integrated with overhead decanters were 
considered in process design. By synthesising the process taking into account other design options, 
e.g. types of columns and splits, ethanol dehydration using butanol may turn out to be competitive 
with the conventional method. 
 
CONCLUSIONS 
 

From the distillation flowsheet for ethanol dehydration generated based on residue curve map 
analysis and assessed using the boundary value design method, the results show that 1-butanol can be 
used as an entrainer for ethanol dehydration, in which a double-feed column with an integrated 
decanter and a simple column are used. However, although environmentally favourable, the process 
using 1-butanol may not be as yet economically attractive compared to that using benzene.  
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