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Abstract: Phytoremediation is a plant-based approach to controlling pollution, an 
alternative to the conventional physical and chemical remediation techniques. In Malaysia 
many small-scale studies on phytoremediation have been conducted. However, the 
establishment of phytoremediation strategy at larger field sites is rather lacking. Depending 
on plant species and existing environmental factors, bioactive compounds from medicinal 
plants have the potential for remediating specific pollutants. The wealth of plant resources 
in Malaysia presents an opportunity for the phytoremediation technique to be applied as part 
of the environmental management programmes in future. Nevertheless, the ability of 
medicinal plants to accumulate pollutants has led to safety concerns when the plants are 
used as therapeutic agents or medicine. This paper reports the current status of 
environmental pollution in Malaysia and the potential uses of medicinal plants to treat 
pollutants in the environment. 

 

      Keywords:   pollution, medicinal plants, phytoremediation, Malaysia 
 

 

INTRODUCTION 
  

Phytoremediation is a natural, non-invasive pollutant clean-up technique by means of plants 
and their associated microbes [1]. Many plant species have their own adaptation mechanisms that 
allow them to survive under a highly polluted environment. Indeed, some plants known as 
hyperaccumulators are able to survive or thrive on heavy-metal-polluted soils despite high levels of 
metals in their tissues [2, 3].  
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Plants also exhibit valuable therapeutic properties and various species have been recognised 
as a prominent source of traditional medicine. The medicinal properties of plants are normally 
derived from various secondary metabolites, which may also be important for plant protection under 
stressful environmental conditions [4, 5]. Thus, medicinal plants may be potential phytoremediating 
agents, although this application is still underexplored.  

Although phytoremediation techniques have been implemented in some countries, it is still 
considered new in Malaysia. In developed countries such as the United States, phytotechnologies 
have the possibility to clean 30,000 of the contaminated waste sites, while in Asian countries such 
as Bangladesh, India and Pakistan, this method has been used to clean up pollutants mainly from 
sewage water and industrial wastes [6]. A review on phytoremediation techniques applied in some 
selected countries has been published recently by Sharma and Pandey [6]. In Malaysia numerous 
phytoremediation-related studies are still being conducted at the laboratory level or on small-field 
scale for research purposes. Large field-scale phytoremediation work has not been reported yet. As 
a country that is endowed with immense plant resources, it is conceivable that at least some of the 
local plant species can be used for treating contaminated soil and water bodies. 

This report aims to gather updated information on the environmental status in Malaysia and 
provide an assessment of the potential use of medicinal plants in phytoremediation in the country. 
Safety issues that may arise from using phytoremediating medicinal plants for subsequent human 
use or consumption are also discussed. 
 
ENVIRONMENTAL QUALITY IN MALAYSIA 
   

As a rapidly developing country, Malaysia is facing enormous environmental challenges. 
Activities in manufacturing, agro-based industries, land development and transportation release 
many kinds of pollutants to the environment. Prevention and control of pollution is a great 
challenge for the nation. Realising the importance of good environmental quality, the Department of 
Environment (DOE) was formed under the Ministry of Science, Technology and Environment to 
manage environmental-related issues [7]. Environmental Quality Act 1974 was introduced and 
subjected to several amendments in 1985 [8]. To date, many guidelines have been set to monitor the 
quality of air, water, groundwater and coastal areas in the country [9].  

The level of air quality is monitored based on several parameters. This includes carbon 
monoxide, nitrogen dioxide, ozone, sulphur dioxide, particulate matter and heavy metals. The air 
pollution problems in Malaysia stem from not only local human activities, but also a series of haze 
problems from a neighbouring country that occur during a certain period of the year [10, 11]. In 
June 2013, Malaysia experienced a short but serious haze problem, with one district in the Southern 
region of Peninsular Malaysia recording the air pollution index of more than 500 [11].  

In 2013 the percentage of clean rivers in Malaysia was reduced by 1 % [11]. The 
groundwater from agricultural and industrial sites is still contaminated when assessed based on the 
parameters in the National Guidelines for Raw Drinking Water Quality [9, 11]. The levels of total 
coliform, phenol and metals such as arsenic, iron and manganese are found to exceed the safe limits 
stated in the guidelines.  

In the coastal area in 2010, assessment of marine water quality showed that mercury and 
cadmium were 30.5% and 18.5% respectively higher than the permitted levels in the Malaysian 
Water Quality and Standards, i.e. 0.5 µg/L and 2 µg/L respectively for Class E (mangrove, estuarine 
and river-mouth water) [9, 12]. Mercury is a highly toxic metal and its presence even in small 
quantities may bring serious toxic effects to living organisms [13]. Similarly, the concentration of 
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copper in coastal water also poorly met the standard of 2.9 µg/L for Class E in 2011 [14]. Besides 
metals, oil and grease, total suspended solids and Eschericia coli are the source of pollutants in the 
water bodies. The presence of various pollutants in the environment heightens the need for 
remediation. From the latest Environmental Quality Report, the number of sampling points 
categorised as ‘polluted’ increased from nine  stations in 2012 to 11 stations in 2013 [11]. 
 
CURRENT APPROACHES FOR POLLUTION MANAGEMENT IN MALAYSIA 
 

Environmental issues in Malaysia necessitate serious attention, although the problem is not 
as severe as those in some other industrialised countries. For different types of pollutants, different 
management strategies have been adopted. Currently, the conventional physical and chemical 
treatments are widely used to treat pollutants in Malaysia.  

The agricultural sector is one of the biggest industries in the country that produce various 
organic and inorganic pollutants. Most agricultural wastes are treated using the pond system and 
chemical degradation [15]. On the other hand, petroleum-based pollutants generated by many heavy 
industries are often treated with soil vapour extraction, a technique that removes harmful vaporised 
chemicals such as volatile organic compounds [16]. Other petroleum-based pollutants are removed 
using the containment method to prevent the spread of contaminants. Soil vapour extraction and 
containment methods are also applicable for chlorinated hydrocarbons produced from non-
petroleum-based industries [16]. Currently, research on the use of ‘biostructure’ to treat wastewater 
from petrochemical industries has been started with continuous improvements in various aspects 
including the use of modelling and statistical approach [17].  

Other methods such as incineration, solidification and secure landfill disposal are normally 
used to manage certain types of hazardous wastes. Crude landfill technique, for instance, has been 
used for the disposal of solid wastes. However, it may increase the chances of pollutants spreading 
to adjacent areas through leaching and vaporisation. Thus, to reduce this problem, sanitary landfill 
was suggested as a better way for solid waste management [18].  

Heavy metals are also considered as the main pollutants in the environment. Industries such 
as petroleum refining, wood-processing, smelting and metal plating produce wastes containing 
heavy metals that are commonly treated with chemical means such as precipitation, ion exchange, 
reverse osmosis, electrodialysis and ultrafiltration [19, 20]. For less harmful and visible pollutants 
such as trashes in the rivers, gross pollutant traps have already been applied, for example in the 
Klang river [21].  

Overall, the aforementioned physico-chemical methods are often very costly, complicated 
and sometimes ineffective. Due to environmental concerns and the urge to reduce cost, natural 
remediation has become an alternative way to treat various pollutants.  Microbes, fungi and plants 
are organisms normally involved in bioremediation processes.  Although it is still at an early phase, 
phytoremediation technique has now been incorporated as part of the pollution management 
strategies in Malaysia.  
 
PHYTOREMEDIATION IN MALAYSIA 
  

In Malaysia most of the phytoremediation and related work reported over the past ten years 
was based on studies conducted in the laboratory. Most studies have focused on evaluating the 
ability of plants to take up pollutants, with emphasis on determining the levels of pollutants in 
various plant tissues. Bioremediation studies conducted on the actual contaminated sites are still 
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lacking [22]. This could be due to the need to consider various factors such as plants species and 
environmental conditions prior to the scale up of lab-based experiments to the field-based 
phytoremediation. 
 Nonetheless, fundamental experiments conducted to date have revealed the capacity of 
various plants to take up pollutants, especially heavy metals. These studies could be the stepping 
stones for future phytoremediation research. Table 1 shows a number of representative studies 
carried out in Malaysia, which investigated the phytoremediation potential of various plant species. 
 
Table 1.  Studies of phytoremediation potential of Malaysian plant species with emphasis on 
medicinal plants 
 

Type of pollutants Plant species used 
Polluted 

conditions 
simulated in 
laboratory 

Experiments 
using pollutants 
sampled from 
contaminated 

sites 

Reference 

Heavy metals from 
soil Centella asiatica*   [23] 

Heavy metals from 
sewage sludge 

Orthosiphon stamineus*   [24] 

Acacia mangium*   [25] 
 

Heavy metals from 
sawdust sludge 
 

Pluchea indica*   [26] 

Jatropha curcas*   [27] 

Lead-contaminated 
soil 

Hibiscus cannabinus * 

 
 

 [28] 

Aqueous medium 
containing  copper  
(II) 

  [29] 

Diesel pollutants in 
synthetic wastewater 

Salvinia molesta*   [30] 

Hydrocarbon-
contaminated soil 

Paspalum vaginatum*   [31] 

Chromium from 
electroplating waste 

Nymphaea spontanea*   [32] 

Heavy metals from 
agricultural soil in 
Cameron Highlands 
and Sepang 

Solanum melongena*, 
Ipomoea batatas*, 
Allium cepa* 

  [33] 

Heavy metals from 
petroleum refinery 
effluents on west 
coast of Peninsular 
Malaysia 

 
 
 
 
Eichhornia crassipes* 
 

  [34] 

Leachate of 
contaminated landfill 
from Burung Island 

  [35] 
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Table 1.  (Continued) 

Type of pollutants Plant species used 
Polluted 

conditions 
simulated in 
laboratory 

Experiments 
using pollutants 
sampled from 
contaminated 

sites 

Reference 

Aquaculture 
wastewater from fish 
pond in Semanggol, 
Perak 

 
Eichhornia crassipes*, 
Pistia stratiotes*  
 

  [36] 

Textile wastewater 
from Senawang 
Industrial Estate, 
Negeri Sembilan 

  
Chlorella vulgaris*    

[37] 
 

Heavy metals from 
Chini Lake  

Lepironia articulate, 
Pandanus helicopus, 
Scirpus grossus*, 
Cabomba furcata,  
Nelumbo nucifera* 

  [38] 

PAH from North-
South Expressway in 
Johor 

Ficus microcarpa*, 
Ixora coccinea*, 
Baphia nitida* 

  [39] 

Heavy metals from 
tin tailings 

Cyperus rotundus*, 
Imperata cylindrical*, 
Nelumbo nucifera*, 
Phragmites australis*, 
Pteris vittata* 

  [40] 

Leachate of sanitary 
landfill in Puchong 

Moringa oleifera* 
   [41] 

* Plants with documented medicinal values 

 
PROPERTIES AND CRITERIA OF MEDICINAL PLANTS IN RELATION TO 
PHYTOREMEDIATION 
 

Besides their traditional uses, medicinal and aromatic plants have important economic 
values in many industries such as pharmaceuticals, food, cosmetics and ornaments. Medicinal 
plants exhibit therapeutic properties due to the presence of bioactive compounds derived from 
secondary metabolites such as phenolics, terpenoids and compounds containing sulphur and 
nitrogen [42]. Phenolic compounds, for example, are good solubilisers and metal chelators for 
plants in contaminated areas [43, 44]. Phenolic compounds can be released as plant root exudates 
containing organic acids such as lactates and acetates [45]. These compounds can facilitate 
bioremediation of pollutants, provided that other environmental factors such as pH, temperature and 
soil conditions are also suitable for the process to happen [46].   

The mechanism of pollutant uptake and accumulation varies depending on the type of plant 
tissues. Pollutants normally enter plants through foliage or root system prior to undergoing 
oxidation or storage in other compartments such as vacuoles [47]. In response to pollutants, plants 
usually increase the production of reactive oxygen species [48]. However, high levels of these 
species are harmful; thus, antioxidants are produced to alleviate the cellular oxidative stress [49, 
50].  
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Since secondary metabolites produced by medicinal plants normally contribute to various 
biological roles, this could be a way for plants to adapt to the polluted environment [4]. Secondary 
metabolites could contribute to the protection of plant against toxin stress and could be involved in 
the detoxification of some toxic metals [51]. The ability of certain plants to survive in a 
contaminated area suggests that they may be able to tolerate or even hyperaccumulate pollutants 
[52]. Table 2 shows the roles of some secondary metabolites in phytoremediation. 
 
Table 2.  Roles of some secondary metabolites as phytoremediating agents 
 
Compound Role in phytoremediation Plants investigated  Reference 

 Phenolics Aluminium chelator Zea mays * [53] 

Lead and copper chelator Brassica juncea* [54] 

Cadmium chelator Hyperium perforatum* 
Matricaria recutita* 

[55] 

Nickel chelator Matricaria chamomilla* [56] 

Biodegradation of polychlorinated 
biphenyls and polyaromatic 
hydrocarbons  

Morus rubra* [57] 

Biodegradation of polyaromatic 
hydrocarbons 

Miscanthus  giganteus [58] 

 Terpenoids 
 

 

Induction of biodegradation of 
polychlorinated biphenyls in bacteria 

Mentha spicata* 
 

[59] 

Sulphur- or 
nitrogen-
containing 
compounds 

Cadmium detoxification 
 

 

Arabidopsis thaliana* 
 

 

[60] 

 
* Plants with documented medicinal values 
 

Apart from the roles of secondary metabolites, plant species and environmental conditions 
are important factors to ensure the success of phytoremediation process. For some susceptible 
plants, their medicinal properties may be affected due to exaggerated growth and development and 
alteration of their chemical composition under polluted conditions [61]. Normally, plants for 
bioremediation have to be robust and able to survive under a stressful environment. In addition, 
their ability to take up pollutants in a reasonable time frame is also important. Such characteristics 
as rapid growth and development resulting in height and abundant branches and leaves that lead to 
the production of high plant biomass under polluted conditions indicate the fitness or suitability of 
the plants for bioremediation [62]. Medicinal plants such as Heliantus annus and Pteris vittata are 
good phytoremediators as they are fast-growing species, less prone to diseases and have the ability 
to accumulate heavy metals in plant tissues [63, 64]. 

Currently, plant tissue-culture technology is available to assist researchers in obtaining basic 
information related to phytoremediation in a shorter time, facilitating the investigation of suitable 
conditions for plant growth and optimum production of secondary metabolites for remediation 
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purposes [65]. Thus, the knowledge from studies based on cultured tissues may be applied when 
growing plants at field sites [66].  

 
HEALTH CONCERNS FOR MEDICINAL PLANTS USED IN PHYTOREMEDIATION 
 

There are more than 6,000 species of Malaysian plants with known medicinal values. 
Tongkat Ali (Eurycoma longifolia), Kacip Fatimah (Labisia pumila), Misai kucing (Orthosiphon 
stamineus), Hempedu bumi (Andrographis paniculata), Dukung anak (Phyllanthus niruri Linn) and 
Pegaga (Centella asiatica) are among the common species that have been traditionally used to 
promote healthy body functions and cure diseases such as diabetes, hypertension and sex-related 
problems [67]. A decade ago, studies on medicinal plants in Malaysia were scarce [68]. However, 
this field has been slowly expanding with increasing researches conducted by various agencies in 
the country. Research on medicinal plants that previously focused on the search of bioactive 
compounds for drug development has now expanded to modern phytotechnologies including 
phytofortification and phytoremediation [69]. In phytofortification, the accumulation of essential 
elements such as selenium, zinc and iron in the edible parts of medicinal plants makes them suitable 
as a source of supplementary nutrition [70, 71, 72]. Their ability to take up pollutants, on the other 
hand, has made them suitable for bioremediation purposes [73].  

From another point of view, the ability of certain medicinal plants to accumulate pollutants 
has provoked safety concerns among consumers. As highlighted by Bagdat and Eid [74], several 
species of herbal plants normally used in food preparation, such as mint, lavender, thyme, pot 
marigold, hollyhock, garden sorrel and black nightshade, also have the capacity to take up metals. 
This is a big concern among consumers as herbs for cooking will be directly consumed without any 
extraction process. The problem may be less serious when medicinal plants grown on contaminated 
sites are subjected to further extraction and purification steps before their active ingredients are used 
for human consumption. For example, essential oil products are normally free from pollutants after 
the extraction process [75]. The problem will arise when people have no idea that the plants they 
use for medicinal purposes are contaminated.  

Several important guidelines have been published by the World Health Organisation, 
covering the whole spectrum of procedures for herbal medicine preparation including aspects of 
safety, quality, agricultural practices and manufacturing of medicinal plants [76]. The 
aforementioned aspects are important for sustainable herbal market worldwide [77]. Malaysia also 
has its own national pharmaceutical control bureau to ensure that therapeutic substances approved 
for the local market are in high quality and safe [78]. In 2001 a national policy on traditional 
medicine and alternative or complementary medicine was launched and its licensing was enacted 
under the control of Drugs and Cosmetics Regulations 1984 [77]. Generally, materials prepared will 
be subjected to quality control analysis including toxicological, pharmacological and 
pharmacokinetic studies, while materials for the manufacturing process will be followed by clinical 
studies [79].  

Nonetheless, the implementation of the regulations needs to be strengthened, especially 
among manufacturers. A study by Ang and Lee [80] revealed that 26% of the Tongkat Ali Hitam 
(Eurycoma longifolia) products contained mercury exceeding 0.5 ppm, the accepted level for 
traditional medicine, and these products were not registered with the Drug Control Authority. This 
may be an isolated case, but it has raised serious concern as the cultivation and use of medicinal 
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plants has to be done by taking into consideration the potential hazard to humans and the 
environment [81].  
 
MEDICINAL PLANTS: FUTURE PROSPECTS FOR PHYTOREMEDIATION AND 
CHALLENGES 

Although phytoremediation incorporates the ability of plants to remove pollutants from 
different sources, many studies nowadays have been emphasising on phytoremediation of heavy 
metals and organic pollutants from soil and water. There is lack of attention towards other 
pollutants such as air-polluting toxic gases despite their prevalence in the environment. Future 
research should investigate the ability of medicinal plants to take up both organic and inorganic 
pollutants. Furthermore, field-scale phytoremediation should be intensified with the goal of 
evaluating the effectiveness of the technology at the real contaminated sites.   

In addition, many species currently tested for phytoremediation have certain medicinal 
properties. However, the correlation between the ability of plant to remove pollutants and the 
involvement of bioactive compounds in this process requires more concrete scientific evidence.  
Since the main issue in bioremediation is the time consumption, the introduction of transgenic 
plants with relevant phenotypes, the acceleration of remediation with the addition of microbes, and 
the combination of biological and chemical methods can all be attempted to identify a more time-
efficient solution [82, 83].  

Furthermore, the negative effects of consuming plant-based medicine could be avoided if 
consumers only use the products that have been approved by recognised bodies or agencies. For raw 
plant usage, consumers should choose plants from low-risk sources, for example medicinal plants 
harvested from unpolluted sites. It is preferable to use plants that are not accumulating pollutants in 
the parts that will be eaten later. In a study conducted using kenaf, lead was highly accumulated in 
the root, followed by stem and seed capsule, exceeding the safe level in food, which is 2 mg/kg. 
However, it was not detected in the leaves; hence it can be use for cattle feed [28]. However, for 
human it must be confirmed that a metal level in plants is safe for usage. Some species of plants 
such as Pteris vittata also have the ability to absorb and evaporate pollutants into the atmosphere 
[84, 85]. It was reported that Pteris vittata produces harmful compounds to animals. However, some 
of the local people in India have used this plant for wound healing or treatment of cold, cough and 
fever [86]. Considering the priority of human safety, we believe that the best practice is to use 
plants that are free from contamination to prevent poisoning or further complications from the 
pollutants. 

Taken together, phytoremediation using medicinal plants have an immense potential in 
Malaysia. Although there are challenges that need to be tackled, it is not impossible to implement 
this technique if all parties involved could work it out collaboratively. 
 
CONCLUSIONS 
 

In implementing clean technologies for environmental sustainability, phytoremediation is a 
method of choice for removing pollutants. Available resources in Malaysia including vast varieties 
of herbal and medicinal plants may be used in remediating organic and inorganic pollutants. 
However, more studies are needed to identify promising plant species and optimum environmental 
conditions suitable for phytoremediation. Further efforts are also needed to make this technique 
applicable in the field scale. If phytoremediation is successfully applied, cost reduction and clean 
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environmental conditions could be achieved. With that, the full potential of Malaysian medicinal 
plants, not only as traditional medicine but also as phytoremediation agents, can be exploited. 
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Abstract:  The Fibonacci p-sequence modulo m  is studied. The Fibonacci p-orbit and basic 
Fibonacci p-orbit of a group are defined, and then the lengths of periods of these orbits are 
examined. Furthermore, the Fibonacci p-lengths and basic Fibonacci p-lengths of 
polyhedral groups  2, 2, 2 ,  , 2, 2n ,  2, , 2n  and  2, 2, n  for 3n   are obtained. 
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INTRODUCTION 
   

Linear recurrence sequences appear in modern research in many fields, from mathematics, 
physics, computer science, architecture to nature and art [1-21]. The study of recurrence sequences 
in groups began with the earlier work of Wall [22], who investigated the ordinary Fibonacci 
sequence in cyclic groups. The concept was extended to some special linear recurrence sequences 
by several authors [23-35]. In this paper we extend the theory to Fibonacci p-sequences. 

The Fibonacci p-sequence   pF n  for any given  1, 2,3,p p  L  is defined [36, 37] by the 
following recurrence equation: 

 
                                                 1 1p p pF n F n F n p                                                     (1) 

for n p , where      0 0, 1 1p p pF F F p   L . 

The Fibonacci p-matrix pQ  was given by Stakhow [36] as follows: 
 

                                                 

   1 1

1 0 0 0 1
1 0 0 0 0
0 1 0 0 0

0 0 1 0 0
0 0 0 1 0

p

p p

Q

  

 
 
 
 

  
 
 
 
 

L
L
L

ML O L MM
L

L

    .                                              (2) 
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Also, he showed that 

               

       
       

       
       

   1 1

1 1 1

2 1

2 2 2 1

1 2 1 1

p p p p

p p p p

n
p

p p p p

p p p p

p p

F n F n p F n F n

F n F n p F n F n

Q
F n p F n p F n p F n p

F n p F n p F n p F n p

  

    
 

   
 
 
       
 

       
 
 

L

L
M M M M M

L

L

.         (3) 

It is well known that a sequence is periodic if, after a certain point, it consists only of 
repetitions of a fixed subsequence. The number of elements in the repeating subsequence is the 
period of the sequence. For example, the sequence , , , , , , , , , ,a b c d b c d b c d L  is periodic after the 
initial element a  and has period 3. A sequence is simply periodic with period k if the first k 
elements in the sequence form a repeating subsequence. For example, the sequence 

, , , , , , , , , , , ,a b c d a b c d a b c d L  is simply periodic with period 4. 
 
FIBONACCI -SEQUENCES MODULO m    

Reducing the Fibonacci p-sequence   pF n  modulo m , we obtain the following repeating 
sequence: 

  
                             0 , 1 , 2 , , , 1 , , ,m m m m m m m

p p p p p p pF n F F F F p F p F i L L L , 

where        mod m
p pF i F i m . It has the same recurrence relation as in (1). 

  
Theorem 1.      m

pF n  is a simple periodic sequence.         

Proof.  Let   1 2 1, , , 0 1p iS x x x x m   L . Then we have 1pS m   being finite; that is, for 

any 0j  , there exists i j  such that        m m
p pF i p F j p   , 

       1 1m m
p pF i p F j p     , L ,        1 1m m

p pF i F j    and        m m
p pF i F j . From the 

definition of the Fibonacci p-sequence we have      1 1p p pF n p F n F n     . Then we can 
easily get that        1 1m m

p pF i F j   ,        2 2m m
p pF i F j   , L ,        1 1m m

p pF i j F   , 
and        1 0m m

p pF i j F   , which implies that     m
pF n is a simple periodic sequence.                

 
Let the notation  pl m  denote the length of the period of the sequence     m

pF n . For 
given a matrix ijA a     of integers,  modA m  means that the entry of A  is a reduced modulo 
m , i.e.     mod modijA m a m . Let k  be a prime and let   mod 0u

i u
p pk

Q Q k i  . Since 

 det 1 p
pQ   , the set up k

Q  is a cyclic group. We denote the order of up k
Q  by up k

Q . From 

(3), it clear that   u

u
p p k

l k Q .   
 

Example 1.  We have      5
2 0,1,1,1, 2,3,4,1, 4,3, 4,3,1,0,3, 4, 4, 2,1,0,2,3,3,0,3,1,1, 4,0,F n  1,0,0, 

1,1,…}, and then repeat. So, we get  2 5 31l  . 
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Theorem 2.  Let t  be the largest positive integer and let k  be a prime such that    t
p pl k l k . 

Then    t
p pl k k l k    for every t  . 

Proof. Let q  be a positive integer. Since    
1

1mod
q

pl k q
pQ I k


 , we can write 

   
1

mod
q

pl k q
pQ I k



 . Then we show that  1q
pl k   is divisible by  q

pl k . Also, writing 
    q

pl k q q
p ijQ I a k   , we obtain, by the binomial expansion, 

          1

0
mod

q
p

kk il k k q qq q q
p ij ij

i

k
Q I a k a k I k

i
 



 
      

 
 . 

This shows that  1q
pl k   divides  q

pl k k . Therefore,    1q q
p pl k l k   or    1q q

p pl k l k k   , 

and the latter holds if and only if there is an  q
ija  which is not divisible by k . Since 

   1t t
p pl k l k  , there is an  1t

ija   which is not divisible by k ; thus,    1 2t t
p pl k l k  . To 

complete the proof, we may use an inductive method on t .                                                                                         

Theorem 3.  If m  has the prime factorisation:  
1

, 1i

t
e
i

i

m k t


  , then  pl m  lcm  ie
p il k 

  .  

Proof.  The statement ‘  ie
p il k  is the length of the period of     ei

ik
pF n ’ implies that the sequence 

    ei
ik

pF n  repeats only after blocks of length  ie
p iu l k   u N , and the statement ‘  pl m  is the 

length of the period     m
pF n ’  implies that     ei

ik
pF n  repeats after  pl m  terms for all values 

i . Thus,  pl m  is of the form  ie
p iu l k  for all values of i , and since any such number gives a 

period of     m
pF n , we easily obtain that  pl m  lcm  ie

p il k 
  .                                                             

 
Definition 1. Let    0 1, , , pa a a

pl mL  denote the period of the integer-valued recurrence relation 

1 1n n n px x x     for n p , 0 0 1 1, , , p px a x a x a  L  when each entry is a reduced modulo m .  

Theorem 4. If 0 1 0 1, , , , , , , ,p pa a a b b b m NL L  is such that  0 1gcd , , , , 1pa a a m L  and 

 0 1gcd , , , , 1pb b b m L , then 

       0 1 0 1, , , , , ,p pa a a b b b
p pl m l mL L . 

Proof.  Let 
1

1

n p

n p

n

n

n

x
x

X
x
x



 



 
 
 
 
 
 
 
 

M .  Then it is clear that   0

n

n pX Q X  . Since the integers modulo m  form 

a finite set of equivalence classes, there exist integers n  and r  such that  n r

pQ


 is congruent 

elementwise to  r

pQ  modulo m if  is an even integerp and that   1n r

pQ
 

 is congruent elementwise 

to  r

pQ  modulo m. if p and n are odd integers. Since  det 1 p
pQ   ,  n

pQ  or   1n

pQ


 is a 
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   1 1p p    identity matrix. Thus, it is verified that  0 mod nX X m  or  1 0 mod nX X m  . 
So the proof is complete.                                                                                                                                                    
 
FIBONACCI p-SEQUENCE AND BASIC FIBONACCI p-SEQUENCE IN GROUPS 
  
 Let G  be a finite j-generator group and let X  be the subset of 

j

G G G G  L1 4 4 2 4 4 3  such 

that  0 1 1, , , jx x x X L  if and only if G  is generated by 0 1 1, , , jx x x L . We call  0 1 1, , , jx x x L  a 
generating  j-tuple for G .   
Definition 2.  For a p-tuple  0 1 1, , , px x x X L , we define Fibonacci p-orbit      0 1 1, , , px x x

p iF G a L  
by 

0 0 1 1 1 1 1 1 1,  , , = , ,  ,   1p p p p n p n n pa x a x a x a x a a a n           L . 

The classic Fibonacci p-sequence in a cyclic group C x  can be written as    , , ,x x x
pF CL . 

 
Theorem 5.  A Fibonacci p-orbit of a finite group is simply periodic.  
Proof.  Let n  be the order of G . Since there are  1pn   distinct  1p  -tuples of elements of G , at 

least one of the  1p  -tuples appears twice in a Fibonacci p-orbit of G . Because of the repetition, 
Fibonacci p-orbit is periodic.  
 
            Since the Fibonacci p-orbit is periodic, there exist natural numbers  and u v , with u v , 
such that 

1 1 2 2 1 1,  , ,  u v u v u p v pa a a a a a         L . 

By definition of the Fibonacci p-orbit, it is clear that  

       1 1

1 1 and u u p u p v v p v pa a a a a a
 

         . 

Then we may write u va a , and hence 

0 1 1 1,  , ,  u v v v u v v v u v p v v p pa a a a a a a a a              L , 

which implies that the Fibonacci p-orbit is simply periodic.                                                                                      
  
Let the notation    0 1 1, , , px x x

pLF GL  denote the length of the period of the Fibonacci p-orbit 
   0 1 1, , , px x x
pF GL . It is said to be the Fibonacci p-length with respect to the generating p-tuple 

 0 1 1, , , px x x K .  
  
 To examine the concept more fully we study the action of the automorphism group AutG  of 

G  on the Fibonacci p-orbit    0 1 1, , , px x x
pF GL ,  0 1 1, , , px x x X L . Now Aut G  consists of all 

isomorphisms :G G  , and if  Aut G  and  0 1 1, , , px x x X L , then  0 1 1, , , px x x X   L .  
 For a subset A G  and  Aut G , the image of A  under   is  

 :A a a A   . 

Lemma 1.  Let  0 1 1, , , px x x X L  and let  Aut G .  Then 

        0 1 1 0 1 1, , , , , ,p px x x x x x
p pF G F G   L L . 
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Proof:  Let      0 1 1, , , px x x
p iF G a L . Since    i ia a   and  1 1 1 1i p i i p i i pa a a a a           , 

we have the conclusion.                                                                                                                           
 Each generating p-tuple  0 1 1, , , px x x X L  maps to Aut G  distinct elements of X  under 
the action of elements of Aut G . Hence there are  

  Autpd G X G   
non-isomorphic generating p-tuples for G  [27]. The notation  pd G  was introduced by Hall [38]. 

 Suppose   of the elements of AutG  maps    0 1 1, , , px x x
pF GL  into itself. Then there are 

Aut G   distinct Fibonacci p-orbits    0 1 1, , , px x x
pF G  L  for  Aut G .     

Definition 3.  For a p-tuple  0 1 1, , , px x x X L , the basic Fibonacci p-orbit    0 1 1, , , px x x
pF GL

 of the 

basic period m  is a sequence of group elements 0 1 2, , , , ,nb b b bL L  for which, given an initial (seed) 
set 0 0 1 1 1 1 1, , , ,p p p pb x b x b x b x     L , each element is defined by 

1 1,   1n p n n pb b b n      , 

where 1m   is the least integer, with 

0 1 1 1 1, , , , ,m m p m p p m pb b b b b b b b          L , 

for some  Aut G . Since G  is a finite p-generator group and 1 1, , ,m m m pb b b  L  generates G , it 

follows that   is uniquely determined. Clearly, the basic Fibonacci p-orbit    0 1 1, , , px x x
pF GL

 contains 
m  elements. 

Let the notation    0 1 1, , , px x x
pLF GL

 denote the basic length of the period of the basic 

Fibonacci p-orbit    0 1 1, , , px x x
pF GL

. It is said to be the basic Fibonacci p-length with respect to the 
generating p-tuple  0 1 1, , , px x x K .  

 
Theorem 6. Let G  be a finite group and  0 1 1, , , px x x X L . If    0 1 1, , , px x x

pLF G n L  and 
   0 1 1, , , px x x
pLF G m 

L
, then m  divides n  and there are n m  elements of Aut G  which map 

   0 1 1, , , px x x
pF GL  into themselves. 

 
Proof:  Since 

               
2 2 2

0 1 1 0 1 1 0 1 10 1 1 , , , , , , , , ,, , , p p pp x x x x x x x x xx x x
p p ppF G F G F G F G

           
L L LL L  

and  
       0 1 1 0 1 1, , , , , ,p px x x x x x
p pLF G LF G

   
L L

, 
 
we have n m , where   is the order of the automorphism  Aut G . Thus, it is verified that 

2 11, , , ,    L  map    0 1 1, , , px x x
pF GL  into themselves.                                                                                                                                                     

 
APPLICATIONS 
  

For application, we obtain the lengths of the periods of the Fibonacci p-orbits and the basic 
Fibonacci p-orbits of polyhedral groups  2, 2, 2 ,  , 2, 2n ,  2, , 2n  and  2, 2, n  for 3n  . 

Definition 4.  The  polyhedral group  , ,l m n  for , , 1l m n>  is defined by the presentation  

, , : l m nx y z x y z xyz e     
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or 

 , : nl mx y x y xy e   . 

The polyhedral group  , ,l m n  is finite if and only if the number  

lmnlmnlmn
nml

lmn 





  1111  

 is positive, i.e. in the case  n,2,2 ,  2,3,3 ,  2,3,3 ,  2,3, 4 ,  2,3,5 . Its order is lmn2 . Using 

Tietze transformations we may show that      , , , , , ,l m n m n l n l m  . More information on these 
groups can be found in the work by Coxeter and Moser [39].  
 In this section we obtain the Fibonacci p-lengths and the basic Fibonacci p-lengths of the 
polyhedral groups  2, 2, 2 ,  , 2, 2n ,  2, , 2n  and  2, 2, n  for 3n   as applications of the results 

obtained. 

Theorem 7.  i.          ,,
22 2, 2, 2 2, 2, 2 7
x yx yLF LF  . 

                     ii.          , ,, ,
33 2, 2, 2 2, 2, 2 15
x y zx y zLF LF  . 

 
Proof. i. The orbit     ,

2 2, 2, 2x yF  is , , , , , , , , , ,x y y xy x xy e x y y L . So we get 
         ,,

22 2, 2, 2 2, 2, 2 7
x yx yLF LF   since x x   and y y  , where   is the identity 

transform. 
               ii. The orbit     , ,

3 2, 2, 2x y zF  is , , , , , , , , , , , , , , , , , , ,x y z z y e z e y y x x z x e x y z z L . So we get 
         , ,, ,

33 2, 2, 2 2, 2, 2 15
x y zx y zLF LF     since  x x  , y y    and  z z  ,  where      is  the  

 
identity transform.                                                                                            
 
Theorem 8.  The lengths of the Fibonacci p-orbits and the basic lengths of the Fibonacci p-orbits of 
the polyhedral groups  , 2, 2n   2, , 2n  and  2, 2, n  for 3n   are: 

i.  The Fibonacci 2-lengths and the basic Fibonacci 2-lengths in the 2-generator cases are: 

     i’.     ,
2 , 2, 2 7x yLF n   and 

    ,
2 ,2,2 14
x y

LF n  . 

     ii’.          
 

 , ,
2 2

7 , 0 mod 4 ,
2

2, , 2 2, 2, 7 , 2 mod 4 ,
14 , otherwise

x y x y

n n

LF n LF n n n
n

 


  




                  and        

          
         

 

 , ,
2 2

7 , 0 mod 4 ,
2

72, , 2 2, 2, , 2 mod 4 ,
2

7 , otherwise.

x y x y

n n

nLF n LF n n

n

 

  




 

ii.  The Fibonacci 3-lengths and the basic Fibonacci 3-lengths in the 3-generator cases are: 
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          
 

 , ,
3

15 , 0 mod 4 ,
2

15 , 2 mod 4 ,
30 , otherwise

x y z
n

n n

LF G n n
n

 


 




     and    
    

 

 , ,
3

15 , 0 mod 4 ,
2

15 , 2 mod 4 ,
2

15 , otherwise.

x y z

n

n n

nLF G n

n

 

 




 

Here nG   3n   is one the groups  , 2, 2n ,  2, , 2n  and  2, 2, n  in the 3-generator cases. 
 
Proof.  i.i’.  The orbit     ,

2 , 2, 2x yF n  is 1 1 2 2, , , , , , , , , , , , , , , , ,x y y xy x xy e x x y x y xy x xy e x y y  L . 

So we get     ,
2 , 2, 2 7x yLF n   and  

    ,
2 ,2,2 14
x y

LF n   since 1x x   and 2y x y  ,  where    
 
is the inner automorphism induced by conjugation by xy . 
            i.ii’.  Firstly, let us consider the group  2, , 2n . The orbit     ,

2 2, , 2x yF n  is 
2 2 1 3 5 4 4 5

5 4 6 2 1 7 9 8 8 9

, , , , , , , , , , , , , , , , ,
, , , , , , , , , , , , , , .

x y y xy x yx y y x y y y x y x yx y x y y
xy xy yx y y x y y y x y x yx y x y y

  

   L
 

 
Using the above, the sequence becomes 

0 1 2
2 1 3 4

7 14 8 14 9 14

5 4
14 14 15 14 16 14

, , , ,

, , , ,
, , , ,

i
i i i

i
i i i

a x a y a y

a y x a y a y
a x a y a y

  
  


  

  

  

  

L

L
L

 

 
where 0i  . So we need the smallest Ni  such that 14i nu  for 1u N . 

If  0 mod 4n  , 
4
ni  . Thus,     ,

2
72, , 2 14

4 2
x y n nLF n     and 

    ,
2

72, , 2
2

x y nLF n   since 
x x   and y y  , where   is the identity transform. 

If  2 mod 4n  , 
2
ni  . Thus,     ,

2 2, , 2 14 7
2

x y nLF n n    and 
    ,
2

72, , 2
2

x y nLF n   since 

x x   and 1y y  , where   is the inner automorphism induced by conjugation by x . 

If  1 mod 4n   or  3 mod 4n  , i n . Thus,     ,
2 2, , 2 14x yLF n n  and 

    ,
2 2, , 2 7
x y

LF n n  
since x x   and 1y y  , where   is the inner automorphism induced by conjugation by x . 

Secondly, let us consider the group  2, 2, n . The orbit     ,
2 2, 2,x yF n  is of the following 

form: 

   
   

0 1 2
4 3 4 2

7 14 8 14 9 14

4 4 4 3
14 14 15 14 16 14

, , , ,

, , , ,

, , , ,

i i
i i i

i i
i i i

a x a y a y

a y xy a y xy a y

a xy x a xy x a y

 
  

 
  

  

  

  

L

L

L

 

 
where 0i  . So we need the smallest Ni  such that 24i nu  for 2u N . 

If  0 mod 4n  , 
4
ni  . Thus,     ,

2
72, 2, 14

4 2
x y n nLF n     and 

    ,
2

72, 2,
2

x y nLF n   since 
x x   and y y  , where   is the identity transform. 

If  2 mod 4n  , 
2
ni  . Thus,     ,

2 2, 2, 14 7
2

x y nLF n n    and 
    ,
2

72, 2,
2

x y nLF n   since 
x yxy   and y y  , where   is the inner automorphism induced by conjugation by y . 

If  1 mod 4n   or  3 mod 4n  , i n . Thus,     ,
2 2,2, 14x yLF n n  and 

    ,
2 2, , 2 7
x y

LF n n  
since x yxy   and y y  , where   is the inner automorphism induced by conjugation by y . 
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            ii.  Firstly, let us consider the group  , 2, 2n . The orbit     , ,
3 , 2, 2x y zF n  is 

2 2 2 3 1 4 3 2 3 7 4 2 8 4

6 7 5 8 9 4 5 13 4 5 18 14 14 19 13 1 20

19 6 7 27 8 2 5 32 24 26 3

, , , , , , , , , , , , , , , , , , , , , ,
, , , , , , , , , , , , , , , , , , , , ,

, , , , , , , , , ,

x y z z xz x x z x x z xz x x x z x x x x z x z x z zx x zx
x zx xz x x zx x x x zx zx z x z x x z x x z xz x x x z
x x x x z x z x z zx x zx x zx

     

   

   1 25 32 33 8 9 41 8, , , , , , , , , , , .xz x x zx x x x zx zx z L
 

 
Using the above, the sequence becomes: 

   

   

2

2

0 1 2 3

8 1 4 1 33 4 4 4 2
15 30 16 30 17 30 18 30

8 1 4 1 15 4 4 4
30 30 31 30 32 30 33 30

, , , , ,

, , , , ,

, , , , ,

i ii i
i i i i

i ii i
i i i i

a x a y a z a z

a x a x z a x z a x z

a x a zx a zx a z

     
   

    
   

   

   

   

L

L

L

 

where 0i  . So we need the smallest Ni  such that 34i nu  for 3u N . 

If  0 mod 4n  , 
4
ni  . Thus,     , ,

3
15,2,2 30

4 2
x y z n nLF n     and 

    , ,
3

15, 2, 2
2

x y z nLF n   since 

x x  , y y   and z z  , where   is the identity transform. 

If  2 mod 4n  , 
2
ni  . Thus,     , ,

3 , 2, 2 30 15
2

x y z nLF n n    and 
    , ,
3

15, 2, 2
2

x y z nLF n   since 
1x x  , 3y x z   and 2z x z  , where   is the inner automorphism induced by conjugation by 

xz . 
If  1 mod 4n   or  3 mod 4n  , i n . Thus,     , ,

3 , 2, 2 30x y zLF n n  and 
    , ,
3 , 2, 2 15
x y z

LF n n  since 1x x  , 3y x z   and 2z x z  , where   is the inner 
automorphism induced by conjugation by xz .  

Now, let us consider the group  2, , 2n . The orbit     , ,
3 2, , 2x y zF n  is of the following 

form: 

2 2 2

2 2 2

0 1 2 3

16 20 4 16 20 7 16 28 9
15 30 16 30 17 30 18 30

16 36 20 16 36 21 16 44 29
30 30 31 30 32 30 33 30

, , , , ,

, , , , ,

, , , , ,

i i i i i i
i i i i

i i i i i i
i i i i

a x a y a z a z

a y x a y a y x a xy

a xy a y a xy a xy

      
   

     
   

   

   

   

L

L

L

 

where 0i  . So we need the smallest Ni  such that 2
416 36i i nu   for 4u N . 

If  0 mod 4n  , 
4
ni  . Thus,     , ,

3
152, ,2 30

4 2
x y z n nLF n     and 

    , ,
3

152, , 2
2

x y z nLF n   since 
x x  , y y   and z z  , where   is the identity transform. 

If  2 mod 4n  , 
2
ni  . Thus,     , ,

3 2, , 2 30 15
2

x y z nLF n n    and 
    , ,
3

152, , 2
2

x y z nLF n   since 
2x y x  , 1y y   and z z  , where   is the inner automorphism induced by conjugation by z . 

If  1 mod 4n   or  3 mod 4n  , i n . Thus,     , ,
3 2, , 2 30x y zLF n n  and 

    , ,
3 2, , 2 15
x y z

LF n n  since 2x y x  , 1y y   and z z  , where   is the inner automorphism 
induced by conjugation by z . 

Finally, let us consider the group  2, 2, n . The orbit     , ,
3 2, 2,x y zF n  is of the following 

form: 

2 2

2 2

0 1 2 3

8 20 10 8 16 5 1
15 30 16 30 17 30 18 30

8 28 20 8 24 15
30 30 31 30 32 30 33 30

, , , , ,

, , , , ,

, , , , ,

i i i i
i i i i

i i i i
i i i i

a x a y a z a z

a z x a y a z a z

a xz a y a z a z

    
   

    
   

   

   

   

L

L

L
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where 0i  . So we need the smallest Ni  such that 2
54 4i i nu   for 5u N . 

If  0 mod 4n  , 
4
ni  . Thus,     , ,

3
152, 2, 30

4 2
x y z n nLF n     and 

    , ,
3

152, 2,
2

x y z nLF n   since 

x x  , y y   and z z  , where   is the identity transform. 

If  2 mod 4n  , 
2
ni  . Thus,     , ,

3 2, 2, 30 15
2

x y z nLF n n    and 
    , ,
3

152, 2,
2

x y z nLF n   since 
2x z x  , y y   and 1z z  , where   is the inner automorphism induced by conjugation by y . 

If  1 mod 4n   or  3 mod 4n  , i n . Thus,     , ,
3 2, 2, 30x y zLF n n  and 

    , ,
3 2, 2, 15
x y z

LF n n  since 2x z x  , y y   and 1z z  , where   is the inner automorphism 
induced by conjugation by y .                                                                                                           
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Abstract:  The Bayes estimation of the parameters of single and mixture of Rayleigh 
distributions under double censoring is discussed. The informative and non-informative 
priors under squared error loss function and k-loss function are assumed for the posterior 
estimation. The posterior risks, associated with each estimator are used to compare the 
performance of different estimators using the simulated and real life data sets.  

 
        Keywords:  inverse transformation method, mixture model, double censoring, loss 

functions, Bayes estimator 
 
 
 
INTRODUCTION  
 

In survival analysis data are always subject to censoring. The right censoring is the most 
common type of the censoring. In right censoring the survival time is smaller than the observed 
right censoring time. However, in some cases the data are subjected to left as well as right 
censoring. In case of left censoring, an analyst can only have the information that the survival time 
is larger than or equal to the observed left censoring time. A more difficult censoring scheme is 
established when both the initial and final times are interval-censored. Such a situation is referred as 
double censoring and the data with both left and right censored observations are known as doubly 
censored data.  

The analysis of the doubly censored data for simple (single) distribution has been performed 
by many authors. Fernandez [1] studied the maximum likelihood prediction based on type-II doubly 
censored samples from exponential distribution. Fernandez [2] investigated Bayesian estimation 
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based on censored samples from Pareto populations. Khan et al. [3] discussed predictive inference 
from a two-parameter Rayleigh life model using doubly censored samples. Kim and Song [4] 
considered Bayesian estimation of parameters of generalised exponential distribution using doubly 
censored samples. Khan et al. [5] performed the sensitivity analysis of predictive modelling for 
responses from three-parameter Weibull model using doubly censored sample of cancer patients.  
Pak et al. [6] proposed an estimation of Rayleigh scale parameter under doubly type-II censoring 
from imprecise data.   

In statistics a mixed model is signified as a convex fusion of other probability distributions. 
It can be used to model a full statistical population with subpopulations, where the components of 
mixture probability densities are the probability densities of the subpopulations. The mixed model 
may appropriately be used to the model data set, where the subsets of the whole data set own 
different properties that can best be modelled separately. They can be more mathematically 
manageable as the individual mixture components are more easily dealt with than the overall 
mixture density. The families of mixture distributions have many applications in different fields 
such as fisheries, botany, agriculture, economics, psychology, medicine, finance, electrophoresis, 
geology, communication theory and zoology.  

Soliman [7] obtained estimators for the finite mixture of Rayleigh model on the basis of 
progressively censored data. Sultan et al. [8] analysed some properties of the mixture of two inverse 
Weibull distributions. Saleem and Aslam [9] presented a comparison of the maximum likelihood 
estimates with the Bayesian estimates under uniform and Jeffreys’ priors for the parameters of the 
Rayleigh mixture. Kundu and Howalder [10] discussed the Bayesian estimation and prediction of 
the inverse Weibull distribution for type-II censored data. Saleem et al. [11] investigated the 
Bayesian properties of the mixture of Power function distribution using the complete and censored 
samples. Shi and Yan [12] studied the two-parameter exponential distribution under type-I 
censoring to obtain empirical Bayes estimates. Eluebaly and Bouguila [13] discussed a Bayesian 
approach to explore the finite generalised Gaussian mixed models which include several standard 
mixtures extensively used in signal and image processing applications such as Gaussian and 
Laplace. Sultan and Moisheer [14] developed an approximate Bayes estimation of the parameters 
and reliability function of the two-component mixture of inverse Weibull distributions under type-II 
censoring. The other contributions regarding Bayesian analysis of the mixed models can be seen 
from the work of Kazmi et al. [15], Ali et al. [16], Ali et al. [17], Feroze and Aslam [18], Feroze 
and Aslam [19], Feroze and Aslam [20], Sindhu et al. [21] and Sindhu et al. [22]. 
 
METHODS   
 

This section contains the introduction of the model and the likelihood function, along with 
the derivation of posterior distributions, Bayes estimators and posterior risks. The prior elicitation is 
also discussed. 
 
Proposed Mixed Model and Likelihood Function 
 

The probability density function of the Rayleigh distribution with rate parameter  i  is: 

   2 2 22 exp ,i ij ij i ij if x x x    0 ,ijx     2 0,i   i = 1,2 and j = 1,2,…,ni  .                                  (1) 

This function can be obtained by putting 2 21 /   in the probability density function used by 
Saleem and Aslam [9]. 

The cumulative distribution function of the distribution is 
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   2 21 exp ,i ij i ijF x x    0 ,ijx     2 0,i   i = 1,2 and j = 1,2,…,ni  .                       (2) 

Saleem and Aslam [9] used the distribution function for a mixture of two-component 
densities. The same kind of mixture distribution with mixing weights (p1, 1- p1) can be written as 
       1 1 1 21 ,f x p f x p f x    10 1.p                        (3) 

Again considering the cumulative distribution function for the mixed model used by Saleem 
and Aslam [9], the cumulative distribution function for mixture distribution can be written as 
       1 1 1 21 .F x p F x p F x                           (4) 

Identifiability is a necessary condition for a model to produce precise inferences. Teicher 
[23] pioneered the study of identifiability of finite mixture distributions and showed that the class of 
scale parameters of the mixed models is identifiable. As we also use the scale parameters of the 
mixed model with a special case of Rayleigh distribution, the model is identifiable and we can use it 
for analysis.  

The graphs of single and mixture of Raleigh models under different parametric values are 
presented in Figures 1 and 2 respectively. They tend to be more peaked for larger values of the 
parameters.  
 

 
Figure 1.  Graphs of single Raleigh distribution           Figure 2.  Graphs of mixture of Raleigh distributions 
under different parametric values                                 under different parametric values 
                           [1 = (p1 = 0.45, 1 = 0.1, 2 = 0.12), 
                            2 = (p1 = 0.45, 1 = 10, 2 = 12), 
                            3 = (p1 = 0.45, 1 = 0.1, 2 = 12), 
                            4 = (p1 = 0.45, 1 = 10, 2 = 0.12)] 
 
Likelihood function under doubly censored samples using single Rayleigh distribution 

Consider a random sample of size ‘n’ from a Rayleigh distribution, and let xr,..., xs be the 
ordered observations that can only be observed. The remaining ‘r – 1’ smallest observations and the 
‘n – s’ largest observations are assumed to be censored. Then the likelihood function for type-II 
doubly censored sample x = (xr,..., xs) as used by Feroze and Aslam [24] can be written as  

           1!x 1
1 ! !

sr n s

r s i
i r

nL F x F x f x
r n s

   
 



                   

  2 22 2 2 21
2x 1 sr

sn sr
xx x

i r
L e e e  


 



       
.
 

After simplifications, it becomes  
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   
 2 2 2 21

2

0

1
x 1

s

i s r
i r

x n s x jxr
j m

j

r
L e

j



  

 
      

 



 
   

 


,
                (5) 

where  m = n _ s _ r +1. 
 
Likelihood function under doubly censored samples using mixed Rayleigh distributions 
 

Consider a random sample of size ‘ n ’ from the Rayleigh distribution, and let 1, ,...,r r sx x x  
be the ordered observations that can only be observed. The remaining ‘ 1r  ’ smallest observations 
and the ‘ n s ’ largest observations are assumed to be censored. Now, based on causes of failure, 
the failed items are assumed to come either from subpopulation 1 or from subpopulation 2, so the  

1 11 1,...,r sx x and 
2 22 2,...,r sx x  failed items come from the first and second subpopulations respectively.  

The rest of the observations which are less than rx and greater than sx are assumed to be censored 

from each component, where  1 21, 2,max ,s s sx x x and  1 21, 2,min ,r r rx x x . Therefore, the numbers 

of failed items, 1 1 1 1m s r    and 2 2 2 1m s r   , can be observed from the first and second 
subpopulations respectively. The remaining ( 2)n s r    items are assumed to be censored 
observations and 2s r  are the uncensored items, where 1 2r r r   , 1 2s s s  and 1 2m m m  . 
Then assuming the causes of failure of the left censored items are identified, the likelihood function 

for type-II doubly censored sample,     1 1 2 21 1 2 2x ,..., , ,...,r s r sx x x x , as done by Feroze and Aslam 

[20], can be written as
                 

1 21 221

1 2

1 2

1 1

 1  2 1 1 1 1 ( ) 1 ( ) 2 1 2 1 1( ) 1 2 2( ) 2, , 1 , , 1 , , , ,x
s sr r n sss

r r s i i
i r i r

L p p p F x F x F x f x f x       
  

 

         
    
 

,
      (6)

 

   

       

1 2
1 2 3 1 2 3

1 2 3

1 2

1 1
1 2

 1  2 1 1 1
0 0 0 31 2

2 2 2 2
1 2 1 1 2 2

1 1
, , 1 (1 )

                             exp exp

x
r r n s

k k n s k s s k

k k k

m m
j j

n sr r
L p p p

kk k

x x

 

   

  
    

  

     
     

   

    

 

,           (7)

                  

1 2

1 2
1 2

2 2 2 2 2 2
1 3 2 31 2

1 1 1 2 2 2

where   ,    ,

1 and 1.

s s

j ji s r i s r
i r i r

x x n s k x kx x x k x kx

m s r m s r
 

         

     

                                                                                                                                  

                             
Bayes Estimation 
 

This section covers the Bayesian analysis of single and mixture of Rayleigh distributions 
under uniform and Nakagami priors. 
 
Bayesian estimation for single model using uniform and Nakagami priors 
 

The uniform prior proposed by Laplace [25] for the parameter of the Raleigh distribution is 
 

   1f   , 0  .                                                      (8) 
 
The posterior distribution under uniform prior using the likelihood function in equation (5) can be 
obtained as 
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2
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s
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i r

x n s x jxr
j m

j

r
e

j



   

 
      

 



 
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 


.
                                                (9) 

  
 The Nakagami distribution proposed by Nakagami [26] is used as a prior distribution for the 
rate parameter , with the hyper-parameters a and b given by 
 

   
2

2 12 exp ,      , 0, 0
a

a
a

a af a b
a b b


    

     
 .             (10) 

 
The posterior distribution under Nakagami prior using the likelihood function in equation (5) can be 
obtained as 

   
 2 2 2 2 /1

2 2 1

0

1
x 1

s

i s r
i r

x n s x jx a br
j m a

j

r
e

j



   

 
          



 
   

 
               (11) 

 
The graphs of the posterior distribution under uniform and Nakagami priors for doubly 

censored single Rayleigh distribution under different parametric values using a simulated sample of 
size n = 40 are presented in Figures 3 and 4 respectively. Again, the graphs for posterior 
distributions tend to be more peaked for larger values of the parameters. Similarly, the curves of 
posterior distribution under Nakagami prior are more peaked than those under uniform prior. In the 
case of Nakagami prior, the elicited values of hyper-parameters are used in the graphs. 

 

    
 
     Figure 3.  Graphs of posterior distribution under              Figure 4.  Graphs of posterior distribution under 
      uniform prior          Nakagami prior 

 
Bayesian estimation for mixed model using uniform and Nakagami priors 
 

The uniform prior for the vector Θ = (λ1, λ2, 1) of the mixed model can be assumed as  
  1g    .                              (12) 

By multiplying equation (12) with equation (7), the joint posterior density for the vector  , given 
the data, becomes  

      

   
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1 2
1 2 3 1

1 2 3

2 3

1 1 2
1 2
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         (13)    
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For the Bayes estimation using Nakagami prior, let us assume that the parameters λi (i = 1, 
2) and p1 are independent random variables, and then we consider the following priors for different 
parameters. The prior for the rate parameters  i for i = 1, 2 is assumed as the Nakagami 
distribution with the hyper-parameters ai and bi given by  

   
2

2 12 exp ,      , 0
i

i i

a
aii i i

i i i ia
i i i

a af a b
a b b


    

    
 .           (14) 

 
The prior for p1 is assumed to be the beta distribution, whose density is given by  

   
      11

11 1 1
1 1 1 1 1

1 1

1 ,      , 0dc
p

c d
f p p p c d

c d
 

  
 

 .           (15) 

 
From equations (14) and (15), we propose the following joint prior density of the 
vector   1  2 1, , :p     

    11

2
112 1

1 1 1 1 1exp 1 ,0 1,  0,  0,  0,  0dcai i i
i i i

i

ag p p p a b c d
b


   
         

 
            (16)    

 
By multiplying equation (16) with equation (7), the joint posterior density for the vector  , given 
the data, becomes 
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       
   


  .                     (17)     

 
The marginal distributions of λi (i = 1, 2) and p1 can be obtained by integrating the nuisance 
parameters.  
 

Figures 5 and 6 show the graphs of the marginal posterior distributions for both components 
under uniform prior, using a simulated sample of size n = 40. As observed in the case of single 
posterior models, the marginal posterior distributions tend to be more peaked for larger values of 
the parameters. Similarly, the curves of marginal posterior distributions under Nakagami prior are 
more peaked than those under uniform prior. 
 

 
Figure 5.  Graphs of marginal posterior distribution   Figure 6.  Graphs of marginal posterior distribution 
for first component under uniform prior          for second component under uniform prior 
[1 = (p1 = 0.45, 1 = 0.1, 2 = 0.12); 2 = (p1 = 0.45, 1 = 10, 2 = 12); 3 = (p1 = 0.45, 1 = 0.1, 2 = 12); 4 

= (p1 = 0.45, 1 = 10, 2 = 0.12)] 
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Bayes Estimation of Vector of Parameters   
 

The Bayesian point estimation is linked to a loss function in general, signifying the loss 
occurring when the estimate ̂  differs from true parameter  . As there is no specific rule of thumb 
that helps us to decide the appropriate loss function to be used, the squared error loss function 
(SELF) is used in this paper as it serves as standard loss. It is well known that under the SELF, the 
Bayes estimator of a function of the parameters is the posterior mean of the loss function and the 

risk is the posterior variance. It is defined as    2ˆ ˆ,l      . It was initially used in estimation 

problems when the unbiased estimator of θ was being considered. Another reason for its 
attractiveness is its relationship to the least squares theory. The use of SELF makes the calculations 
simpler.  

The K-loss function (KLF), proposed by Wasan [27] and defined as    2ˆ ˆ ˆ, /l       ,  

is well fitted for a measure of inaccuracy for an estimator of a scale parameter of the distribution 
defined as  0, .R    Under KLF, the Bayes estimates and posterior risks are defined as 

1ˆ ( | ) / ( | )E E    x x   and    1ˆ 2 ( | ) ( | ) 1E E     x x respectively. Recently Ali [28] used 

this loss function and also suggested a modified KLF.  
In the Bayesian estimation in the case of single Rayleigh model, the Bayes estimator and 

posterior risk using SELF under uniform prior are respectively presented as 
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The Bayes estimators and posterior risks under Nakagami prior and KLF can be obtained with little 
modifications.  

In the Bayesian estimation in the case of mixture of Rayleigh models, the respective 
marginal distribution of each parameter is used to derive the Bayes estimators and posterior risks for 

1 2,     and p1 under SELF and KLF. The Bayes estimators of 1 2,     and p1 under SELF, assuming 
Nakagami prior, are given as 
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The posterior risks of 1 2,     and p1 are given as 
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where 
1N 
 is formulised as 
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1 3 1 1A n s k s c      and 2 2 3 1A s k d   .
 

 
Similarly, expressions for Bayes estimators and their posterior risks under KLF and uniform 

prior can be obtained with little modifications. 
 
Elicitation 
 

In Bayesian analysis the elicitation of opinion is an important step. It helps us to easily 
understand the expert’s opinions. In statistical inference the hyper-parameters of a prior distribution 
are determined by the characteristics of a certain predictive distribution proposed by an expert. In 
this study we focus on a method of elicitation based on prior predictive distribution. The elicitation 
of the hyper-parameters from the prior  p   is a complex task. The prior predictive distribution is 

used for the elicitation of the hyper-parameters, which  is compared with the experts' judgement 
about this distribution, and then the hyper-parameters are chosen in such a way so as to make the 
judgment agree as closely as possible with the given distribution. More detail on this may be 
obtained from the work of Grimshaw et al. [29], O’Hagan et al. [30], Jenkinson [31] and Leon et al. 
[32]. Aslam [33] suggested the method of elicitation that compares the prior predictive distribution 
with the expert’s assessments about the distribution involved and then chooses the hyper-parameters 
that make the assessment agree closely with the member of the family. This method has also been 
used by Kazmi et al. [15]. The prior predictive distribution is derived using the following formula: 

 
   ( )p y p y p d



    |  

 
For the elicitation for single Rayleigh model under Nakagami distribution, the prior 

predictive distribution using Nakagami prior is 
 

           
 

  
1

12 1
( ) 2 ,  0

a

a

yap y ab y
y ab




 


                          (18)     
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For the elicitation of the two hyper-parameters, two intervals are considered. From equation (18), 
the experts’ probabilities/assessments are supposed to be 0.10 for each case. The two integrals for 
equation (18) are considered with the following limits of values of random variable ‘Y’: (0, 10) and 
(10, 20) respectively. For the elicitation of the hyper-parameters a and b, these two equations are 
solved simultaneously through a computer program developed in SAS package using the command 
of PROC SYSLIN. Thus, the values of the hyper-parameters obtained by applying this methodology 
are 0.010348 and 0.735261 respectively. 

For the elicitation for mixture of Rayleigh models under Nakagami distribution, the prior 
predictive distribution using Nakagami prior is 
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             (19)     

 
For the elicitation of the six hyper-parameters, six different intervals are considered. From equation 
(19), the expert’s probabilities/assessments are supposed to be 0.10 for each case. The six integrals 
for equation (19) are considered with the following limits of values of random variable ‘Y’: (0, 10), 
(10, 20), (20, 30), (30, 40), (40, 50) and (50, 60) respectively. For the elicitation of the hyper-
parameters a1, a2, b1, b2, c1 and d1, these six equations are solved simultaneously through a computer 
program developed in SAS package using the command of PROC SYSLIN. Thus, the values of the 
hyper-parameters obtained by applying this methodology are 0.000231, 0.012109, 0.52114, 4.99325, 
0.52130 and 0.14790 respectively. 
 
RESULTS AND DISCUSSION 
   

A simulation study was carried out to investigate the performance of Bayes estimates under 
a tenfold choice of parametric values, different sample sizes, and different values of mixing 
parameter. We took random samples of sizes n = 20, 40 and 80 from single and two-component 
mixture of Rayleigh distributions with tenfold choice of the parameters. The choice of censoring 
time was made in such a way that the censoring rate in the resultant sample was approximately 
20%. The processes for the generation of data from the single and mixed models are discussed in 
the following sections. 
 
Simulation  

In the case of single Rayleigh model the parametric space is considered as  0.1,10 . The 
data are generated using the following steps.  
 
Step 1: Draw samples of size ‘n’ from Rayleigh model using inverse transformation technique by 

 taking the generator  2 ln 1x u    , where ‘u’ is a uniform random variable.  
Step 2: Determine the test termination points on the left and right, i.e. the values of rx (test 

termination point from left) and sx  (test termination point from right). 
Step 3: The observations which are less than rx and greater than sx are considered to be censored. 
Step 4: Use the observations which are greater than or equal to rx and less than or equal to sx  for 
 the analysis.  
Step 5: Repeat steps 1- 4 ten thousand times and calculate the average of the estimates. 
 

It should be noted that the values of rx  and sx  are assumed to be such that an equal number 
of values are censored from left and right, i.e 10% from each side. 
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In the case of mixture of Rayleigh models, the parametric space is considered as 
        1 2( , ) 0.1,  0.12 , 10,  12 , 0.1,  12 , 10,  0.12 ,   1 0.45p  . To generate the mixture data we 

make use of probabilistic mixing with probabilities p1 and (1- p1). A uniform number u  is generated 
n times and if u < p1, the observation is taken randomly from 1F  (Rayleigh distribution with 
parameter 1 ), otherwise from 2F  (Rayleigh distribution with parameter 2 ). To implement censored 
samplings, we consider that the 

1 11 1,...,r sx x and 
2 22 2,...,r sx x failed items come from the first and 

second subpopulations respectively. The values of rx  and sx  are assumed to be such that an equal 
number of values are censored from left and right, i.e. 10% from each side.   The simulated data sets   
are obtained using the following steps: 
 
Step 1: Draw samples of size ‘n’ from each component of the mixture model using inverse 
 transformation technique by taking the generator  2 ln 1x u    , where ‘u’ is a 
 uniform random variable. 
Step 2:  Generate a uniform random number u , corresponding to each observation. 
Step 3: If 1u p , take the observation from the first subpopulation; if 1u p , take the 
 observation from the second subpopulation. 
Step 4: Determine the test termination points on the left and right, i.e. the values of rx  (test 

termination point from left) and sx  (test termination point from right). 
Step 5: The observations which are less than rx and greater than sx are considered to be censored 

from each component. 
Step 6: Use the observations which are greater than or equal to rx and less than or equal to sx  for 
 the analysis. 
Step 7: Repeat steps 1 - 6 ten thousand times and calculate the average of the estimates. 
  

Table 1 represents the Bayes estimates and corresponding posterior risks for doubly 
censored single Rayleigh model. From this table, it can be seen that estimated values of the 
parameters converge to the true values of the parameters, and the amount of the corresponding 
posterior risk decreases with increase in sample size. As the amount of posterior risks associated 
with the estimates under Nakagami prior is smaller than that under uniform prior, so the 
performance of Nakagami prior is better than uniform prior. On the other hand, the performance of 
SELF is better than KLF when the parametric values are small, while in the case of larger values of 
the parameter, the performance of KLF is better than SELF. 
 Numerical results of the simulation study, presented in Tables 2-5, reveal interesting 
properties of the proposed Bayes estimators for the mixture of Rayleigh models. The estimated 
values of the parameters converge to the true values of the parameters, and the amounts of posterior 
risks tend to decrease by increasing the sample size. Another interesting point concerning the 
posterior risks of the estimates of 1 and 2 is that increasing (or decreasing) the proportion of 
component in the mixture decreases (or increases) the amount of posterior risks for the estimates of 
λ1.  

The Bayes estimates of the lifetime parameters are either over- or underestimated. The 
estimates of the mixing parameter ( 1p ) also have mixed behaviour: sometimes overestimated and 
other times underestimated. The performance of Nakagami prior seems better than uniform prior as 
the associated magnitude of posterior risks is smaller in the case of Nakagami prior. In comparing 
the loss functions, it is assessed that the magnitude of posterior risks under SELF is smaller than 
that under KLF for a smaller choice of true parametric values, i.e. for (λ1, λ2) = (0.1, 0.12). On the 
other hand, for quite larger values of parameters, i.e. for (λ1, λ2) = (10, 12) and for significantly 
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different values of parameters, i.e. for (λ1, λ2) = (0.1, 12) and (10, 0.12), the KLF produces better 
results. It should also be mentioned here that the SELF in the majority of cases produces better 
convergence than the KLF.  
 
Table 1.  Bayes estimators and posterior risks (in brackets) under uniform prior and Nakagami prior 
for single model using  0.1,10   

n 
Uniform prior Nakagami prior 

SELF KLF SELF KLF 
λ = 0.10 λ = 10 λ = 0.10 λ = 10 λ = 0.10 λ = 10 λ = 0.10 λ = 10 

20 0.10664 11.41053 0.10540 10.72593 0.10550 10.88324 0.10427 10.23027 
(0.00051) (4.47964) (0.08900) (0.08795) (0.00050) (4.27545) (0.08647) (0.08394) 

40 0.10855 10.93152 0.10440 10.66980 0.10375 10.42546 0.10394 10.17586 
(0.00023) (2.48177) (0.04732) (0.04397) (0.00023) (2.45224) (0.04572) (0.04344) 

80 0.10329 10.47666 0.10252 10.44836 0.10221 10.10949 0.10145 10.08218 
(0.00012) (1.10186) (0.02175) (0.02387) (0.00012) (1.07332) (0.02151) (0.02325) 

 

 
   Table 2.  Bayes estimators and posterior risks (in brackets) under uniform prior for mixed model  
   using  1 2 1, , (0.1, 0.12, 0.45) and (10, 12, 0.45)p     

n 
SELF 

1̂  2̂  1p̂  1̂  2̂  1p̂  

20 
0.107209 0.132703 0.515202 11.086576 13.549166 0.517763 

(0.000503) (0.000564) (0.013700) (4.321071) (4.923963) (0.013560) 

40 
0.100505 0.130256 0.509777 10.567887 13.461262 0.502870 

(0.000230) (0.000314) (0.007576) (2.488090) (2.797394) (0.007513) 

80 
0.103622 0.127356 0.502084 9.912993 13.026748 0.484931 

(0.000118) (0.000167) (0.003912) (1.088862) (1.624447) (0.003864) 
                    KLF 

20 
0.102959 0.129129 0.497539 10.221412 12.865358 0.502526 

(0.087594) (0.072430) (0.133359) (0.084839) (0.070344) (0.131133) 

40 
0.106241 0.128014 0.487087 10.014874 12.850151 0.493996 

(0.046633) (0.038191) (0.071148) (0.044080) (0.038230) (0.071735) 

80 
0.094853 0.123316 0.484133 10.285132 12.557065 0.475643 

(0.021888) (0.020362) (0.034902) (0.023584) (0.020691) (0.037357) 
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  Table 3.  Bayes estimators and posterior risks (in brackets) under uniform prior for mixed model 
  using  1 2 1, , (0.10, 12, 0.45) and (10, 0.12, 0.45)p    
 

n 
SELF 

1̂  2̂  1p̂  1̂  2̂  1p̂  

20 
0.098497 14.214270 0.552917 12.212382 0.117154 0.420005 

(0.000316) (4.921202) (0.012464) (4.343465) (0.000331) (0.012162) 

40 
0.091638 13.945293 0.543338 12.073530 0.119216 0.432426 

(0.000135) (2.401793) (0.006765) (2.219332) (0.000160) (0.006444) 

80 
0.095115 13.649684 0.534044 11.518744 0.121828 0.450936 

(0.000067) (1.193893) (0.003386) (1.119705) (0.000077) (0.003253) 
                     KLF 

20 
0.092387 13.492645 0.541278 11.771346 0.108699 0.436242 

(0.068477) (0.055819) (0.100292) (0.068494) (0.054418) (0.152270) 

40 
0.096671 13.246342 0.528118 11.638419 0.121915 0.440904 

(0.033686) (0.026147) (0.052829) (0.033122) (0.026645) (0.083827) 

80 
0.098805 12.535256 0.520105 11.569858 0.124054 0.445349 

(0.016265) (0.013083) (0.027307) (0.016581) (0.013209) (0.042834) 
 
 

  Table 4.  Bayes estimators and posterior risks (in brackets) under uniform prior for mixed model 
   using  1 2 1, , (0.1, 0.12, 0.45) and (10, 12, 0.45)p    
 

n 
SELF 

1̂  2̂  1p̂  1̂  2̂  1p̂  

20 
0.104076 0.127713 0.498425 10.82959 12.9605 0.497084 

(0.000479) (0.000558) (0.013229) (4.256710) (4.8388) (0.013244) 

40 
0.099427 0.12652 0.48622 10.12890 12.88640 0.479166 

(0.000223) (0.000306) (0.007231) (2.39442) (2.71684) (0.007305) 

80 
0.099036 0.125807 0.478841 9.61493 12.67810 0.462094 

(0.000114) (0.000161) (0.003865) (1.05203) (1.58376) (0.003820) 
                     KLF 

20 
0.101884 0.123181 0.480102 10.11040 12.73760 0.481255 

(0.086648) (0.069120) (0.129905) (0.083902) (0.068839) (0.12979) 

40 
0.101669 0.123008 0.471869 9.85076 12.45580 0.474996 

(0.045012) (0.037679) (0.070063) (0.043278) (0.037003) (0.069297) 

80 
0.090768 0.121778 0.470942 9.91883 12.11990 0.468498 

(0.021446) (0.019760) (0.034345) (0.022678) (0.019891) (0.036650) 
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   Table 5.  Bayes estimators and posterior risks (in brackets) under uniform prior for mixed model 
    using  1 2 1, , (0.10, 12, 0.45) and (10, 0.12, 0.45)p    
 

n 
SELF 

1̂  2̂  1p̂  1̂  2̂  1p̂  

20 
0.095619 13.67980 0.534912 11.92930 0.112064 0.403231 

(0.000301) (4.868910) (0.012036) (4.278770) (0.000325) (0.011879) 

40 
0.090655 13.54530 0.51823 11.5720 0.114125 0.412042 

(0.000131) (2.343030) (0.006457) (2.13578) (0.000155) (0.006265) 

80 
0.090905 13.48370 0.509322 11.17240 0.118567 0.42970 

(0.000065) (1.148460) (0.003346) (1.08183) (0.000075) (0.003216) 
                     KLF 

20 
0.0914225 12.87110 0.522308 11.64350 0.10762 0.417776 
(0.067737) (0.053268) (0.097694) (0.067737) (0.053254) (0.15071) 

40 
0.092511 12.72830 0.511618 11.44770 0.118174 0.423946 

(0.032515) (0.025796) (0.052023) (0.032519) (0.025790) (0.080978) 

80 
0.09455 12.37891 0.505934 11.15780 0.119735 0.438659 

(0.015937) (0.012696) (0.026871) (0.015944) (0.012698) (0.042023) 

 
Real Data Analysis 
 

We analysed a real data set to illustrate the methodology discussed in the previous section. 
In order to show the usefulness of the proposed mixture distribution, we applied the results to the 
survival times (in years) of a set of cancer patients given chemotherapy treatment. The details of 
this data can be seen from Bekker et al. [34] and the references cited therein. We used the 
Kolmogorov-Smirnov and chi-square tests to see whether the data follow the Rayleigh distribution. 
These tests, with p-values of 0.2170 and 0.2681 respectively, indicate that the data follow the 
Rayleigh distribution at 5% level of significance. The original data consisted of 46 values regarding 
survival times (in years) of cancer patients given chemotherapy treatment. A uniform number ‘u’ 
was generated for each of the 46 values. If u < p1, the observation was allotted to F1 (the Rayleigh 
distribution with parameter 1, i.e. the first component of the mixture); otherwise to 2F (from the 

Rayleigh distribution with parameter 2 , i.e. the second component of the mixture). The 
observations allotted to the first and second components of the mixture were considered as 
population-I and population-II respectively. The observations which were less than 0.047 (i.e. rx ) 

and greater than 3.978 (i.e. sx ) were assumed to be censored from left and right respectively from 
each population. The remaining doubly censored data from population-I and population-II are 
presented in Table 6. The values of rx  and sx  were assumed to be such that an equal number of 
values were censored from left and right, i.e. 10% from each side. The Bayes estimates were 
obtained assuming non-informative and informative priors under SELF and KLF. 

Tables 7-8 contain the Bayesian estimation of parameters of the single and mixture of 
Rayleigh distributions under real-life data set. The findings from the real-life analysis are in close 
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agreement with those from the simulation study. It should be noted that the estimates under SELF 
and Nakagami prior are associated with smaller amounts of posterior risks. 

 
Table 6.  Doubly-censored, real-life data of the mixture regarding survival times (in years) of 
cancer patients given chemotherapy treatment    
 

Population-I Population-II 
0.197, 0.534, 0.115, 0.296, 0.121, 0.466, 0.529, 1.447, 
0.863, 0.132, 0.395, 0.696, 2.825, 3.658, 3.978, 3.743,  
2.343, 2.178, 0.540,  4.003,  1.553,  1.485,  2.83, 2.416 

0.260, 1.099, 0.501, 0.458, 0.641, 
0.334, 0.570, 0.164, 0.203, 0.282, 
0.047, 1.271, 1.589, 1.326, 0.841, 
2.444 

 
 
 Table 7.  Bayes estimators and posterior risks (in brackets) for single Rayleigh model using real 
  data set 
 

Uniform prior Nakagami prior 
SELF KLF SELF 

 
KLF 

0.386117 0.383239 0.382462 0.377970 
(0.002481) (0.035318) (0.002451) (0.035057) 

 

 Table 8.  Bayes estimators and posterior risks (in brackets) for mixed Rayleigh models using real 
  data set 
 

Prior 
p1 = 0.45 

SELF KLF 
1̂  2̂  1p̂  1̂  2̂  1p̂  

Uniform prior 
0.381184 0.756889 0.535297 0.378104 0.723677 0.532335 

(0.002447) (0.007935) (0.006711) (0.034814) (0.031677) (0.053736) 
Nakagami 

prior 
0.377204 

(0.002420) 
0.722023 

(0.007572) 
0.516536 

(0.006537) 
0.373998 

(0.034429) 
0.716491 

(0.030999) 
0.509802 

(0.053186) 
 

CONCLUSIONS 
   

In this article the Bayesian inference of the single and mixture of Rayleigh models under 
type-II double censoring has been considered assuming informative and non-informative priors. The 
simulation study has displayed some interesting properties of the Bayes estimates. It is noted in 
each case that the posterior risks of estimates of lifetime parameters are reduced as the sample size 
increases. The performance of the Nakagami prior in each case (single or mixed model) is found to 
be better than the uniform prior. On the other hand, the performance of SELF is better for a smaller 
choice of parametric values, while for larger values of parameter the performance of KLF is better. 
This property is also the same in the case of single and mixed models. A real-life example further 
strengthens the findings from the simulation study. The study can further be extended by 
considering some other censoring techniques and by using some more flexible probability 
distributions.  
 
 

 

p̂
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Abstract: The local scour downstream of an apron caused by submerged jets issuing from a 
sluice gate is investigated by means of Flow-3D computational fluid dynamics code. The 
performance of the numerical model based on renormalisation group εk   turbulence 
scheme and large-eddy simulation (LES) technique is evaluated by comparison with 
laboratory experiments.  Various empirical formulas are coupled with the Flow-3D model to 
accurately simulate the bedload transport rate. The simulated evolution profiles of local scour 
are also compared with laboratory experiments. The simulation results show considerable 
numerical discrepancies between the renormalisation group εk   and the LES closure 
scheme. The Flow-3D model by the LES closure scheme coupled with an appropriate 
bedload transport formula successfully captures the bed deformation.  The simulation results 
provide a good quantitative means of predicting the formation of both the local scour and the 
sand dune caused by submerged jets. The present work highlights the potential of the 
numerical simulation technique and the empirical bedload formulas for the investigation of 
local scour. 

 
Keywords: computational fluid dynamics, local scour, sediment transport, Flow-3D, 
environmental engineering 

  
 
INTRODUCTION 
 

Scour in the river environment has received much attention in the engineering field. 
Hydraulic structures such as dams, sea walls and bridge piers which completely or partially obstruct 
water flow induce changes in the hydraulic characteristics of the flow. For instance flow 
acceleration as a result of vertical expansion or contraction in the river causes strong turbulence and 
channel degradation or aggradation leading to a new equilibrium status [1-2]. In the vicinity of a   
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hydraulic structure, increase in the transport sediment load may directly result in a local scour.  In 
some cases the scour holes may lead to failure of the hydraulic structure in coastal areas and rivers 
[3]. Because scouring has been recognised as one of the major causes of collapse of hydraulic 
structures, prediction of scour development around them is of great importance not only for 
ensuring their safety, but also for ensuring their effective long-term maintenance.  

Many hydraulic structures (e.g. reservoirs and dams) have been constructed and managed in 
South Korea with the objectives of controlling flood and storing agricultural water. Downstream of 
a reservoir and dam, bed scour may be formed by plunging jets and submerged jets of periodically 
released water. To prevent the formation of local scour resulting from jets, currents, waves or eddies, 
stilling basins and bed protection methods such as horizontal mats or large rock riprap are widely 
employed. However, in most cases the flow still remains highly turbulent, resulting in local scour of 
the seabed or streambed downstream of the hydraulic structure. In some cases it may require 
constructing a bed protection to minimise and move further the scour holes, thus decreasing the risk 
of a hydraulic structure failure [2]. Figure 1 shows local scour downstream of the concert apron of a 
low-head dam constructed in South Korea. A multi-beam echo sounder and side-scan sonar system 
were used to measure the depth and extent of scour holes. 

 

 

Figure 1. A schematic diagram of local scour downstream of a low-head dam in South Korea based 
on the bathymetric survey by means of a side-scan sonar system 

 
Many experimental studies have focused on local scour downstream of hydraulic structures 

such as bed sills in an estuary [4, 5], underflow sluice gates [6] and grade-control structures [7].  
Various numerical models for predicting bed changes have been used.  One-dimensional sediment 
transport models have been most often applied to the long-time simulation of reach-scale bed 
changes [8, 9]. Two-dimensional depth-averaged models, which are widely used in the engineering 
practice, have been employed so far for local scour modelling [10, 11]. Efforts to simulate local 
scour with more complicated three-dimensional turbulence closure models have increased since the 
scouring and sedimentation processes are actually three-dimensional in nature [12, 13]. Direct 
numerical simulations of the sediment transport forced by steady currents or waves have been 
performed [14, 15], but they are computationally too intensive and thus generally have not been 
applied to field-scale applications [16]. In recent years numerical models based on computational 
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fluid dynamics have been applied to practical sedimentation engineering problems and have shown 
the good results in predicting the bed deformation in rivers [17-19]. The scour process caused by 
plunging or submerged jets released from large dams is associated with strong vortexes induced by 
three-dimensional highly turbulent flows. In this case a three-dimensional numerical model is 
recommended for the simulation of local scour.  

In this study we mainly focus on understanding the local scour process by employing the 
computational fluid dynamics code, Flow-3D, which is a non-hydrostatic numerical model [20]. We 
firstly demonstrate the applicability of the code for predicting the shape and depth of a local scour 
hole by comparing numerical results with those from laboratory experiments reported in the 
literature [4-7]. An assessment and comparison of turbulence closure schemes using various 
empirical formulas for bedload sediment transport are then performed. We expect that this study can 
finally be used to justify the potential of the Flow-3D code after coupling with proper empirical 
formulas for studying local scour at the field scale.   

 
NUMERICAL MODEL DESCRIPTION 
 
Fluid Flow Model 
 

In this study we employed the Flow-3D code, which is the non-hydrostatic numerical model 
[20]. The non-hydrostatic numerical simulation constitutes a technological improvement for the 
movement of sediment particles because hydrostatic models cannot accurately predict the fluid flow 
and sediment transport in the region where 3-dimensional flows strongly occur [21]. The governing 
equations solved in Flow-3D are: (1) 3-D Reynolds-averaged Navier-Stokes equations for fluid 
flow with Boussinesq approximation, (2) the continuity equation and (3) the transport equation for 
each scalar (e.g. sediment concentration) variable [20]. These equations are given in tensor 
notations by   

r

r
iji

j

i

jirj

i
j

i guu
x
u

xx
p

x
uu

t
u



































 ''1

, 
(1) 

0



i

i

x
u

, 
(2) 

  ' '
i i

i i i

u Γ u
t x x x
 

 
    

        , 
(3) 

 
where iu = mean velocity components in a Cartesian coordinate system ( x , y , z ), t = time,  =  
density which can be calculated as a function of sediment concentration, r = reference density, 
p = total pressure,  = fluid kinematic viscosity, ' '

i ju u = Reynolds stresses, ig = gravitational 
acceleration components in each direction, Γ = molecular diffusivity of arbitrary scalar  , and 

' '
iu = turbulent fluxes of scalar  . The overbar denotes the averaging of fluctuating quantities.  

 
Turbulence Model  

The Reynolds stresses ( ' '
i ju u ) can be generally modelled using the turbulent viscosity 

hypothesis [22]: 
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where tν = turbulent (eddy) viscosity, ijδ = Kronecker delta and k = turbulent kinetic energy.  In this 

study we first employed the renormalisation-group (RNG) εk   closure scheme [23], in which the 
eddy viscosity is defined as  
 

/εkcν μt
2 , (5) 

 
where μc = empirical constant and ε  = turbulence kinetic energy dissipation rate. In (5) the 
turbulence kinetic energy ( k ) and its dissipation rate ( ε ) are obtained from the following transport 
equations [20]:   
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where P  and G  are defined as  
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The parameter values in (5)-(7) obtained from the literature are: μc =0.085, εc1 =1.42, εc3 =0.2, 

kσ =1.39 and εσ =1.39.  In the RNG model, εc2 is a function of the shear rate given [23] by 
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where oη = 4.38, β = 0.015, εkSη / and ,ijij SSS 2 ijS representing the strain rate tensor given 
by   





















i

j

j

i
ij x

u
x
uS

2
1 . (11) 

 
This study also employed the large-eddy simulation (LES) technique, which provides more 

detailed information about the interfacial turbulence between bottom and ambient fluids. The LES 
technique resolves large eddies directly but uses a subgrid-scale turbulence model for small eddies 
[24].    
 
Sediment Scour Model 
   
Particle dynamics 
 

Most previous studies employed the advection-diffusion relationship (equation 3) to describe 
the transport of suspended sediment [25-29]. They assumed that particle inertia could be ignored 
and thus only the mechanism of advection and diffusion affected the transport of suspended 
sediment. However, some researchers showed that this approach could not fully describe the motion 
of suspended sediment [30]. In the Flow-3D model a more accurate simulation is obtained by 
incorporating particle dynamics into the code [16]. The drift velocity of sediment is computed based 
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on momentum balances for each sediment fraction and fluid-sediment mixture, given in vector 
forms as:   
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where F is ratio of fluid volume to one computational cell (for example, F = 1 indicates that the 
computational cell is filled with fluid), iK and ,s if are drag function and volume fraction of sediment 
respectively, s,iu  is velocity of sediment fraction i ,  ū and ρ  are mean velocity and density of fluid-
sediment mixture respectively, and r,iu is relative velocity given by   

fs,ir,i uuu  . (14) 
 
The mean density ρ  is defined as: 
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where ,s i and f  are densities of sediment fraction i  and fluid respectively, and N  is number of 
sediment fractions. Subtracting (13) from (12) gives  
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The drift velocity ,drift iu is defined as: 

uuu s,idrift,i  . (17) 
 

In (14), r,iu  is computed by assuming that the advection term is very small due to the small 
gradient in drift velocity and the slow motion of sediment in near-steady state at the scale of the 
computational time: 
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where iK denotes the drag function involving form drag and Stokes drag: 
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where iDC , and isd , indicate drag coefficient and diameter of sediment species respectively, and  fμ  
is fluid viscosity. The mean flow velocity u  is determined by computing the velocities of all of the 
phases:  
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The drift becomes essentially an additional mechanism of sediment transport in the mixture flows 
with advection and turbulent diffusion.     
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Entrainment 
 

Entrainment involves the processes of particle pick-up and re-suspension near the bed 
surface.  This needs to be computed in the saltation region (i.e. packed sediment domain). In the 
model the entrainment of packed sediment is calculated using an empirical model [31]. The 
entrainment lift velocity of sediment fraction i  is the volumetric flux of sediment defined as  

 

f
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where iτ , is the local Shields parameter on the bed surface, obtained based on the ratio of 
hydrodynamic forces to the particle submerged weight, given by  
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In the Shields parameter, oτ is the local boundary shear stress and d is the dimensionless 
mean particle diameter defined as 
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where 50d  and m  are the local mean particle size and the viscosity of a mixture respectively.  The 
critical value of the Shields parameter ,c i  corresponds to the beginning of motion of sediment 
particle. In this model ,c i  describes incipient motion on a flat horizontal surface and is computed 
by the Shields-Rouse equation [32] given by  
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where R is the Rouse-Reynolds number, defined as   
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In the case of a sloping bed surface, ,c i  should be modified according to the local slope of 

the bed and the shear force direction. In this study the approach suggested by Soulsby [33], which is 
similar to the those of Brooks [34] and Julien [35], was employed to account for the effect of the 
bed slope on sediment transport. The adjusted critical Shields parameter is given by  
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where β is the computed angle between the normal to the bed surface and the gravitational 
acceleration vector g ,  iφ  is the angle of repose of sediment fraction i , and ψ  is the angle between 
the flow and the upslope direction (Figure 2). If the flow goes up the slope (i.e. 0ψ ), (26) then 
reduces to the formulation of Bormann and Julien [7]: 
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If the flow goes directly down the slope (i.e. 180ψ ), (26) reduces to 
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When the flow is directed laterally across the slope (i.e. 90ψ ), (26) becomes identical to the 
formulation of Lane [36]:  
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       Figure 2.  Angles of bedload transport:  β is angle between the normal to bed surface and  
       the gravitational vector, and ψ is angle between the flow and the upslope direction. 
 
Bedload transport 
  

Non-cohesive bed particles begin to move when the shear stress on the bed material exceeds 
the critical shear stress. Generally, finer sediment such as silt and clay is easily entrained and 
suspended, whereas sand and gravel particles roll and slide in the bed layer or bedload. Most of the 
bedload transport formulas suggested in the literature were empirically developed. Many of them 
relate the transport rate to the average shear stress in excess of the critical shear stress. A numerical 
modelling of small-scale turbulence affecting bedload transport requires an extremely fine mesh 
size and accurate bed surveys that may be almost impossible to actually perform in field-scale 
applications. To overcome these problems, an empirical formula may be used to estimate the effects 
of small-scale turbulence on bedload transport.  Table 1 shows the bedload formulas used for this 
purpose.  
 
Table 1.  Bedload transport formulas 
 

Author Formula 

Engelund and Fredsøe [37]  ]0.7)[(18.74 1/2
,

1/2
,,,, iciiciiq     

Meyer-Peter and Müller [38] 
1.5

,,, )(8 iciiq     

Nielsen [39] ,iicii τq   1.5
,,, )(12   

 

The bedload transport of sediment is quantified by the bedload flux ibvq ,  that refers to the 

volume of sediment per unit width per unit time within the bed layer, and is rewritten using the 
dimensionless bedload flux ,iq  [40]: 
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The Flow-3D model adjusts the time-step size so that the fluid does not flow across more 

than one cell in one computational time step, t , which is referred to as a Courant stability criterion 
[41], defined as:  
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where fV and Aare, respectively, fractional volume and area open to flow in the Favor method [42]. 
In Flow-3D, if the automatic time-step is selected, the model adjusts the time step to be as large as 
possible while keeping the stability criteria.  
 
MODEL APPLICATION 
 
Problem Configuration and Simulation Cases 
     

A series of numerical simulations were performed under conditions that corresponded to a 
laboratory experimental flume set-up for submerged jet scour [6]. This experiment studied the 
development of a scour hole and sand dune by submerged jets as shown in Figure 3.  

 

 

Figure 3.  Schematic of scour hole and sand dune development due to turbulent jet 
 
The computational domain was configured in an identical manner with the experimental 

dimensions (i.e. 406 cm in length, 60 cm in width and 60 cm in height). The erodible bed consisted 
of 0.4 m of open channel at the end of the rigid apron. The jet flowed out from the sluice gate 
opening and flowed over the erodible bed consisting of coarse sand (mean particle size ( 50d ) = 0.76 

mm, density ( s ) = 2,650 kg/m3, porosity ( op ) = 0.43, and angle of repose ( ) =29°). The gate 
opening (Bo) was fixed at 2.0 cm and the jet inlet velocity was 1.56 m/s.  

The computational domain for the submerged jet scour simulations with the specified 
boundary conditions is illustrated in Figure 4.  In the laterally-averaged simulation, the computa- 
tional grid size in the x-direction was uniformly set at x = 16 mm, whereas the fine grid-spacing 
ranging between 0.02-0.005 mm was used in the z-direction to increase the simulation speed 
without significant loss of accuracy. For 3-D simulation, the computational grid was extended in a 
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lateral (y) direction. Considering the computational constraints, a coarser grid size (y = 12 mm) 
was used in the lateral direction. The domain was comprised of approximately 750,000 cells.   
 
 

 
Figure 4.  Computational domain depicting erodible region and boundary conditions (BCs) for the 
simulations corresponding to experiment [6]. W, P and S indicate wall, pressure and symmetry 
boundary conditions respectively. 
 

The wall boundary is specified as non-tangential stress areas with no-slip condition. At the 
walls, k  and ε  were computed using a logarithmic law of wall function [41] given by  

 

oμ yκ
uε

c
uk

32

,   , (32) 

 
where u = shear velocity, κ = von Kármán constant and oy = the normal distance from the 
boundary wall to the location of tangential velocity. The packed sediment domain was set as a 
moving and deforming boundary. It could be deformed only by entrainment or bedload transport. 
The change in the surface of the packed erodible bed was computed using the current sediment 
concentration. When the computed sediment concentration in a cell exceeded the packing fraction 
of the sediment, it meant that all sediment settled down to the bottom and increased the thickness of 
the packed bed. A volume-of-fluid function was used to track fluid-sediment interfaces [43].  At the 
free surface no flux conditions were imposed and tangential stresses were zero since all velocity 
derivatives including velocity components outside the surface were assumed to be zero. The 
volume-of-fluid function was used to track the location of the free surface in a Eulerian mesh cell. 
For the inlet and outlet boundaries, the pressure boundary condition with hydrostatic pressure 
distribution was used to represent the water depth at the downstream end of the erodible bed and 
upstream end of the flume. The suspended sediment flux and the bedload flux at the inlet were zero 
since clear water flowed out from the inlet boundary and flowed over the rigid apron without any 
bedload transport before hitting the sand bed. All conditions for numerical simulations are 
summarised in Table 2. The numerical simulations were performed on a personal computer with 
3.2GHz Quad-core(i7) and 4GB memory. We used the shared-memory parallel version of Flow-3D 
code allowing for efficient parallelism. We performed the numerical simulations until a steady state 
was reached, i.e. approximately 10 hours for a 2-D simulation and 1 day for a 3-D simulation. 
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Table 2.  Summary of simulation cases 
 

Case no. 
Bed material (sand)     Domain set-up Numerical option 

50d  
(mm) 

s  
(kg/m3) 

Porosity op  oB  
(cm) 

UH  
(cm)

DH  
(cm) 

Dimensionality Turbulence 
model Bedload formula 

1        2-D RNG k  Meyer-Peter and 
Müller [38] 

2        2-D LES Meyer-Peter and 
Müller [38] 

3 0.76 2650 0.43 29 2.0 41.1 29.1 2-D LES Engelund and Fredsøe 
[37] 

4        2-D LES Nielsen [39] 

5        3-D LES Meyer-Peter and 
Müller [38] 

 
 
Development of Local Scour 

Velocity vectors near the scour hole are shown in Figure 5. They show that the strong 
submerged jet forms an attached bed-jet on the packed sediment region and induces a recirculating 
flow region rotating in a counterclockwise direction with flow separation at the top of the sand 
dune.   

In Figure 6 the ratios of 0U U are plotted against the corresponding non-dimensional 
distance x/ oB , where U and 0U  are the depth-maximum horizontal velocity at position x and the 
inlet jet velocity below the sluice gate respectively. Values of U and 0U  are obtained by the 
simulations in this study and from  experiment investigations in the literature [6].  

The jet inlet velocity 0U was computed to be 1.47 m/s, close to the experimental value of 
1.56 m/s. In the rigid apron region the simulation results are very close to the experimental data  but   
show a higher maximum velocity in the far downstream region.   

                                                                       

  
Figure 5.  Velocity vectors and scour hole after 3600 sec (Case 5) near equilibrated scour depth of 

sed  0.055 m 
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Figure 6.  Depth-maximum velocity change along non-dimensional distance x/ oB  ( x =  distance in 
x-direction and Bo = value of gate opening) 
 

Figure 7 shows the performance of the numerical model using two different turbulence 
closure schemes, i.e. the RNG εk   and the LES schemes, in comparison with the laboratory 
experiment. Significantly different results were obtained between the two numerical schemes. The 
limitation of the RNG εk   scheme in sediment deposition modelling is that it does not capture the 
development of any sand dune, resulting in an inaccurate velocity distribution related to the scour 
process. In comparison, a better description of scour and deposition is achieved using the LES 
technique, which successfully reproduces the results from the experiment with scour hole formation 
and sediment deposition. However, the location of the simulated deposition region does not agree 
well with experimental data: the maximum height of the deposition region, sdd = 0.053 m, and the 

scour hole, sed = 0.054 m, are underestimated by 23% and 13% respectively. 
Applications of various bedload formulas were carried out to improve the predictive 

capabilities for the development of deposition and the scour and deposition process for this study. 
Overall, all formulas predicted the scour hole and deposition process rather well. However, the 
prediction of the aggradation in front of the scour region is still unsatisfactory as shown in Figure 8.  

Figure 9 depicts the results of the three-dimensional simulation conducted for comparison 
with the 2-D modelling. The comparison confirms that the 3-D simulation can improve the accuracy 
of the reproduction of local scour and deposition processes. In this case the simulation results of 
case 5 provide a maximum scour depth ( sed ) of 0.055 m and a deposition height ( sdd ) of 0.078 m, 
which agrees well with the measured data from the experiment.  
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Figure 7.  Temporal development of scour hole and sand dune computed using laterally averaged 
RNG and LES in comparison with experimental results. Computation of bedload transport is based 
on the Meyer-Peter and Müller formula [38]. 
 
 

 

  
Figure 8. Comparison of bed profiles from tests using different bedload formulas with 
corresponding experimental data. Numerical results at t = 3600 sec. were used for plotting: (a)-(c) 
laterally-averaged LES scheme using different bedload formulas; (d) measured data from 
experiment [6] 
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(a) 1200 sec. 

 
(b) 1800 sec. 

 
(c) 3600 sec. 

 

 
             (d) Plot of simulation and experimental data at 3600 sec. 

Figure 9.  3-D estimation of bed elevation by LES scheme with Meyer-Peter and Müller formula 
[38] (case 5)  and comparison with case 2 and with experimental data [6] 
 
CONCLUSIONS 
 

Two different turbulence closure schemes, viz. RNG εk   and LES have been tested for 
local scour modelling. The simulation results have shown considerable discrepancies between the 
two techniques. They clearly demonstrate that the RNG εk  closure scheme within the Reynolds-
averaged Navier-Stokes framework cannot correctly reproduce the formation of a scour hole and 
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sand dune. In contrast, a more accurate reproduction of the shapes of both the scour hole and the 
sand dune is obtainable by employing the LES technique. However, both the direct numerical 
simulations and the LES schemes are prohibitive for field application because they are computa- 
tionally very intensive. In this study we have also compared various empirical bedload formulas that 
can be coupled with the LES scheme, and which can reduce computational time without significant 
loss in performance. Overall, all formulas are found to predict the depth of the scour hole rather 
well.   

The 2-D simulation accuracy in the prediction of aggradation  in front of the scour region is 
unsatisfactory. A more accurate simulation of sediment transport and bed change is achieved by 
employing a 3-D model, which successfully captures both the scour hole and the sand dune growth 
and development.   
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Abstract:  Constituents expected to influence the colour of tea infusion, namely total 
polyphenols, total catechins, eight individual catechins, theaflavins and chlorophylls were 
determined in 28 samples of Oolong tea manufactured in Thailand. The colours attributes 
(L*, a*, b*, hue angle and absorbance at 420 nm) of the infusions were measured and the 
correlation between the constituents and infusion colours was determined. The correlation 
analysis indicates that theaflavins and chlorophylls strongly correlate with infusion colours but 
total polyphenols and total catechins do not. Theaflavins correlate negatively with L* and 
positively with a* and b*. Chlorophylls correlate positively with the L* but negatively with 
a*, b* and hue angle. Chlorophylls and theaflavins were found to be the most important 
constituents contributing to the colour of Oolong tea manufactured in Thailand. 

Keywords:  chemical contituents of tea, tea infusion colour, Oolong tea, Thailand 
_______________________________________________________________________________________ 
 
INTRODUCTION  

 
Tea (Camellia sinensis L.) is one of the most consumed beverages across the world. It can 

be categorised based on the degree of fermentation: green tea (unfermented), Oolong tea (partially 
fermented) and black tea (fully fermented). Green tea is heated to avoid enzymatic oxidation in a 
fermentation process. Oolong tea is semi-fermented to permit a level of partial enzymatic oxidation. 
Black tea is the most thoroughly oxidised enzymatically. Green tea has been regarded as a rich 
source of catechins, which include (-)-gallocatechin (GC), (-)-epigallocatechin (EGC), (+)-catechin 
(C), (-)-epicatechin (EC), (-)-epigallocatechin gallate (EGCG), (-)-gallocatechin gallate (GCG), (-)-
epicatechin gallate (ECG) and (-)-catechin gallate (CG) [1]. These compounds account for the 
colour, aroma and taste of green tea. During fermentation, catechins undergo oxidation and 
polymerisation, resulting in the formation of two groups of colour compounds: theaflavins (TF) and 
thearubigins (TR). The former group is golden-yellow while the latter group is reddish-brown. These 
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two groups of compounds impart the colour characteristics for Oolong and black tea infusions [2, 3]. 
The consumption of tea has been linked to its health benefits due to the presence of catechins, TF 
and TR. Because of this, many studies have been focused on the determination of polyphenols in 
green and black teas [4-7] and in Oolong teas [8-10].   

The quality of tea is normally assessed by a tea taster. Tea tasting focuses on the appearance 
of the leaf, the aroma, both before and after the leaves are infused, the flavour and the colour of the 
infusion. Among these, the infusion colour is one of the most important attributes that is affected by 
chemical compounds in different kinds of tea. Green tea infusion generally contains no TF or TR and 
the desired colour of green tea is greenish or yellowish green [11]. The green colour is mainly due to 
the chlorophyll content. Since chlorophylls are not water soluble, the greenness of the tea infusion 
may come from other related coloured components such as chlorophyllides, the water-soluble green 
pigments derived from chlorophylls through the catalysis of chlorophyllase [12]. The red-brown 
colour is the main shade of black tea infusion, resulting mainly from TR which are formed in the 
fermentation process [13]. Oolong tea infusion is generally a dark greenish colour in the lightly 
fermented type and a yellowish-brown colour in the moderately to heavily fermented type. The 
colour-determining compounds in Oolong tea are comprised of several components such as 
chlorophylls and their degradation products, catechins and small amounts of TF and TR, depending 
on the degree of fermentation [11].   

Compounds affecting the colour of tea infusion have been investigated in many studies. 
Borah and Bhuyan [14] indicated that the colour and colour change should be measured to assess tea 
quality during the process of fermentation. Liang et al. [15] showed that chemical compounds and 
colour differences in black tea infusions were correlated significantly with the sensory quality 
assessed by tea tasters. Wang et al. [16] reported that chlorophyll is released from tea leaves during 
steeping and it could contribute to the greenness of tea. Among the flavonoids (catechins and 
flavonols) detected in green tea infusions, quercetin was shown to be the most important compound 
contributing to the greenness of green tea infusions [16]. Kim et al. [17] reported that the green tea 
infusion colour was affected by heat during tea processing. The colour indicator L* decreased while 
indicators a* and b* increased with an increase in heating temperature. This result was also related to 
the oxidation of catechins and degradation of chlorophyll under hot condition.  

The quality of tea is influenced by many factors such as cultivar, harvest season, age of  plant, 
climate, environmental condition and processing condition [18-20]. The colour of tea infusions can 
vary, leading to colour differences between different producers and different samples of tea. In 
Thailand tea is cultivated in the northern part of the country in the provinces of Chiang Rai and 
Chiang Mai (accounting for 93% of tea production in Thailand). Among the 3 types of tea, Oolong 
tea has the highest price in Thai tea market. Normally, it is produced from young green shoots of 
two Chinese sub-varieties:   cv. ‘Oolong no. 12’ and cv. ‘Oolong no. 17’. The chemical constituents 
affecting the shade of infusion colour of Oolong tea manufactured in Thailand have not been 
determined so far. The purpose of the present study is to determine some chemical constituents of 
Oolong tea produced in Thailand and explore their relationship with the infusion colour of the tea. 
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MATERIALS AND METHODS    
Tea  Samples, Chemicals and Reagents 
 

Twenty-eight Oolong tea samples were collected from tea factories in Chiang Rai province. 
All Oolong teas were produced from Camellia sinensis var. sinensis.  

Folin-Ciocalteu’s phenol reagent, gallic acid, acetonitrile, acetone, trifluoroacetic acid, 
ethanol and methanol (HPLC grade) were purchased from Fluka (Switzerland). Anhydrous sodium 
carbonate was purchased from Merck (Germany). Isobutyl methyl ketone, Flavognost reagent 
(diphenylboric acid 2-aminoethyl ester) and 4-methyl-2-pentanone were purchased from Sigma-
Aldrich (Switzerland). All chemical standards (GC, EGC, C, EC, EGCG, caffeine, GCG, ECG and 
CG) were purchased from Sigma-Aldrich (USA).  

 
Determination of Moisture Content 
 

Tea samples (5 g, weighed to the nearest 0.001 g) were placed in a moisture can and heated 
in an oven at 103±2C for at least 16 hr to constant weight. The percentage of moisture content and 
dry matter (%DM) in the samples were then calculated from the weight difference [21].  
 
Sample Extraction 
 

Each ground tea sample (2 g, weighed to the nearest 0.001g) was extracted with distilled 
water (200 mL) at 95C. The extraction mixture was constantly stirred with a magnetic stirrer. After 
10 min., the extraction mixture was filtered through Whatman No. 4 filter paper. The residue was 
washed with distilled water (3x10 mL). The tea solution was cooled to room temperature and 
adjusted to 250 mL with distilled water.  

 
Determination of Total Polyphenol  
 

The total polyphenol (TP) content was determined by spectrophotometry with gallic acid as  
standard [22]. The tea solution was diluted 50-fold with distilled water. To a 1.0 mL sample of the 
diluted solution, 5.0 mL of Folin-Ciocalteu’s reagent (10% v/v) and then 4.0 mL sodium carbonate 
(7.5% w/v) were added. The mixture was mixed and left to stand at room temperature for 60 min. 
before the absorbance at 765 nm was measured. The concentration of polyphenols in the sample was 
derived from a standard curve of gallic acid (10-100 µg/mL). The TP was expressed as gallic acid 
equivalents (GAE) in g/100 g dry weight. 

 
Determination of Individual Catechins and Total Catechins  
 

Individual catechins and total catechin (TC) content were determined by ISO method [23] as 
modified by Theppakorn and Wongsakul [24]. The individual standard solutions of GC, EGC, C, 
EC, EGCG, GCG, ECG and CG were prepared by dissolution in methanol to generate a stock 
concentration of 1,000 µg/mL. The mixed stock standard solution was prepared by mixing an equal 
volume of each stock standard. Working standard solutions (0.2-100 µg/mL) were prepared by 
diluting and filtering the mixed stock solution through a 0.45-µm PTFE filter. The HPLC analysis of 
standards and samples was conducted on a Water 966 high performance liquid chromatograph with a 
vacuum degasser, quaternary pump, auto-sampler, thermostatted column compartment and photo 
diode array detector. The column used was a Platinum EPS C18 reverse phase, 3µm (53x7mm), and 
operated at 30oC. The mobile phase (flow rate = 2 mL/min.) was water/acetonitrile (87:13) 
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containing 0.05% (v/v) trifluoroacetic acid. The absorption wavelength was 210 nm and the injection 
volume was 20 µL. Individual catechins were identified by comparing their retention times and UV 
spectra in the 190-400 nm range with the standards and quantified using a caffeine calibration curve, 
together with the consensus relative response factors with respect to caffeine as shown below. The 
total TC content was obtained by summation of individual catechins. 

 
S std S

S

(A - b)  RRF  V ×DF 100Individual catechin content (g/100g DW)   =   × ×
m W ×10,000 %DM
  

where 
DW    =          dry weight; 
As = peak area of individual catechin in sample; 
b = peak area at point of interception on y-axis of caffeine calibration curve; 
RRFstd= relative response factor of individual catechin with respect to caffeine; 
m = slope of caffeine calibration curve; 
Vs = sample extraction volume (mL); 
DF = dilution factor; 
Ws =   sample weight (g); 
%DM = percentage of dry matter of sample. 
 
Determination of Chlorophylls 

 
The content of chlorophylls was determined as follows. About 0.2 g of the ground tea sample 

was extracted by vortex-mixing with 50 mL of 80% (v/v) acetone for 2 min. and filtered. The 
extracted solution was analysed spectrophotometrically at the wavelength of 663 nm (for chlorophyll 
a) and 645 nm (for chlorophyll b). The contents of chlorophyll a, chlorophyll b and total chlorophyll 
were calculated according to the formula [25]:                                                 

663 645
a 

(12.7A  - 2.95A )×50 Chlorophyll a   (C , mg/g)    =    
W×1000

 

645 663
b 

(22.9A  - 4.67A )×50 Chlorophyll b   (C , mg/g)    =    
W×1000

 

t a bChlorophyll total   (C , mg/g)      =       C C  
(W = weight (g) of tea sample; A663 and A645 = absorbance at 663 and 645 nm respectively) 
 
Determination of TF 
 

The TF content was determined by the Flavognost method [26]. A tea infusion was made 
with 375 mL of boiling water and 9 g of tea. After shaking for 10 min., the infusion was filtered 
through rough cotton wool and allowed to cool to room temperature, and then 10 mL were pipetted 
into 10 mL of isobutyl methyl ketone. The mixture was shaken for 10 min. and allowed to stand until 
the layers separated. Two mL of the upper layer, followed by 4 mL of ethanol and 2 mL of 
Flavognost reagent (2 g of diphenylboric acid-2-aminoethyl ester dissolved in 100 mL of ethanol) 
were pipetted into a test tube. The contents were mixed and the colour was allowed to develop for 
15 min. The absorbance at 625 nm was read against the isobutyl methyl ketone /ethanol (1:1 v/v) 
blank and used for the following formula:                  

625A ×47.9×100TF content (μmol/g) = 
%DM
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Colour Analysis of Tea Infusion  
By spectrophotometer   

A ground tea sample (2 g) was extracted with boiling water (100 mL) for 5 min. and then 
filtered through Whatman No.1 filter paper. The absorbance of the filtrate at 420 nm was measured 
with a spectrophotometer with distilled water as blank [25]. 

 
By colorimeter  

A tea sample (5 g) was brewed with hot water (95C, 200 mL) for 5 min. and filtered. The 
CIE L*a*b* (CIELAB) of the tea infusion was measured with a Minolta CR400 colorimeter using 
standard cuvettes after a proper calibration. Each colour value (L*, a*, b* and hue angle) was 
measured in triplicate. 

 
Data Analysis 
 

All tests were carried out in triplicate and mean±SD values are presented. The chemical 
compositions were correlated with the colour parameters of tea infusions. A linear regressive analysis 
was carried out using SPSS 16.0 for Windows. 
 
RESULTS AND DISCUSSION    
Chemical Constituents  
 

Table 1 shows the chemical constituents of interest of 28 Oolong teas produced in Thailand. 
The TP content, varying between 10.97-18.01 g GAE/100g DW, is in the range of that found in 
green tea [27, 28]. Catechins are the main polyphenolic compounds in fresh tea leaves and in general 
the total catechin content in green tea products is significantly higher than that in partially or fully 
fermented teas [29]. Catechins are colourless and water soluble and contribute to the bitterness and 
astringency of green tea [11]. My results indicate that catechins are also the major polyphenolic 
constituents of Oolong teas (approximately 70% of TP). I found that all Oolong tea samples 
contained GC, EGC, C, EC, EGCG, GCG and ECG but no CG, EGC (3.38%) and EGCG (2.85%) 
being the 2 predominant catechins based on the mean content. These findings are similar to those of 
Kerio et al. [30].  

Due to the partial fermentation in Oolong tea processing, catechins are partially oxidised, 
mainly to TF, which are a group of major pigments that give a yellow-orange colour in fermented 
tea. The TF content in Oolong teas in Table 1 varies between 0.50-1.60 µmoles/g. In black teas it 
varies between 14.75-26.38 µmoles/g [31] and 9.84-20.70 µmole/g [32]. However, many studies 
have shown that fermentation time, temperature and tea variety strongly affect the TF content in 
black tea [2, 33, 34]. Another important colouring matter in Oolong tea is the chlorophyll, which 
gives a green or yellowish-green hue to the tea infusion. From Table 1, the chlorophyll a content 
(0.42±0.13 mg/g) is higher than that of chlorophyll b (0.22±0.08 mg/g). Chlorophyll a is dark green 
and chlorophyll b is yellowish-green in colour. 

There is no specific fermentation stage during Oolong tea manufacture in Thailand. The 
partial oxidation of tea polyphenols takes place during the withering and leaf handling stages, in 
which the tea shoots are partially bruised by mechanical handling, leading to an enzymatic oxidation 
of tea polyphenols. The major purpose of the withering and leaf handling is to eliminate moisture and 
promote the enzymatic hydrolysis of glycoside aroma precursors, which releases volatile flavour 
compounds without accelerating the oxidation of tea polyphenols. As can be seen from the results of 
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TC and TF, Oolong teas produced in Thailand are slightly fermented, undergoing a restricted level of 
enzymatic oxidation. 

 
Table 1.  Some chemical constituents of 28 samples of Oolong tea produced in Thailand 
 

No. 
TP 

(GAE, 
g//100g) 

TC 
(g/100g) 

Individual catechin content (g/100g) TF Chlorophyll (mg/g) 

GC EGC C EC EGCG GCG ECG CG (μmol/g) a b Total 

1 16.29±0.87 9.70 1.18 3.77 0.59 1.03 2.38 0.37 0.38 nd 0.79±0.04 0.32±0.03 0.14±0.19 0.47±0.02 

2 15.43±0.77 9.36 1.19 3.92 0.40 0.76 2.12 0.42 0.55 nd 0.59±0.02 0.55±0.07 0.27±0.03 0.82±0.01 

3 18.01±0.01 10.34 1.34 3.53 0.60 1.00 2.68 0.72 0.47 nd 0.53±0.01 0.54±0.05 0.25±0.06 0.78±0.01 

4 15.90±0.17 11.67 1.29 3.79 0.86 1.09 3.41 0.61 0.62 nd 0.50±0.01 0.46±0.04 0.26±0.05 0.72±0.02 

5 15.39±0.40 9.38 1.13 3.29 0.53 0.84 2.75 0.38 0.46 nd 0.54±0.02 0.52±0.04 0.27±0.03 0.79±0.01 

6 12.44±0.45 9.59 1.18 3.26 0.61 0.92 2.63 0.53 0.46 nd 0.60±0.04 0.51±0.04 0.26±0.02 0.77±0.01 

7 16.17±0.84 11.58 1.68 4.15 0.72 1.20 2.71 0.61 0.51 nd 0.61±0.01 0.48±0.03 0.26±0.06 0.75±0.02 

8 14.86±0.33 13.27 1.80 5.33 0.76 1.30 2.97 0.65 0.46 nd 0.54±0.01 0.59±0.02 0.34±0.10 0.94±0.01 

9 15.47±0.60 10.60 1.44 3.52 0.71 1.18 2.66 0.49 0.60 nd 0.51±0.01 0.59±0.09 0.34±0.08 0.93±0.05 

10 14.62±0.87 9.28 1.21 4.57 0.60 1.11 1.31 0.37 0.11 nd 0.79±0.01 0.39±0.06 0.19±0.09 0.58±0.03 

11 15.03±0.27 10.61 1.32 3.18 4.59 0.62 0.90 nd nd nd 0.65±0.01 0.38±0.08 0.17±0.06 0.55±0.02 

12 11.75±0.01 9.60 1.15 3.12 0.60 0.88 2.80 0.56 0.49 nd 0.52±0.01 0.45±0.13 0.23±0.05 0.68±0.02 

13 11.19±0.51 9.94 1.19 3.22 0.68 0.94 2.77 0.60 0.54 nd 0.65±0.03 0.50±0.01 0.24±0.07 0.74±0.01 

14 13.89±0.05 11.97 1.19 3.66 0.76 1.21 3.71 0.65 0.79 nd 0.58±0.02 0.40±0.02 0.20±0.03 0.61±0.01 

15 15.36±0.02 6.66 0.93 1.75 0.61 0.67 1.91 0.41 0.38 nd 0.63±0.02 0.52±0.06 0.26±0.01 0.79±0.01 

16 10.97±0.35 9.37 1.20 3.09 0.67 0.90 2.61 0.45 0.45 nd 0.63±0.01 0.59±0.06 0.32±0.01 0.91±0.01 

17 14.85±0.28 7.95 1.28 2.37 0.66 0.85 2.04 0.34 0.41 nd 0.68±0.02 0.30±0.03 0.16±0.04 0.46±0.01 

18 15.05±0.18 8.26 1.51 5.18 0.53 1.04 nd nd nd nd 0.61±0.01 0.65±0.05 0.34±0.04 0.99±0.02 

19 11.05±0.39 9.32 1.18 3.01 0.67 0.93 2.53 0.56 0.44 nd 0.54±0.01 0.61±0.02 0.33±0.01 0.94±0.01 

20 15.04±0.45 5.01 0.24 0.66 1.46 1.48 nd nd 1.17 nd 1.22±0.02 0.25±0.01 0.12±0.01 0.38±0.01 

21 16.08±0.04 10.50 1.02 2.82 0.71 1.11 3.38 0.53 0.93 nd 1.06±0.04 0.17±0.01 0.06±0.06 0.22±0.04 

22 14.83±0.05 10.85 1.32 3.11 0.75 1.07 3.53 0.31 0.76 nd 0.59±0.01 0.34±0.01 0.22±0.06 0.56±0.01 

23 16.29±0.24 13.31 1.11 4.11 0.75 1.29 4.55 0.50 1.00 nd 1.60±0.01 0.31±0.04 0.12±0.06 0.43±0.06 

24 12.92±0.52 12.23 0.80 2.77 0.63 0.95 5.27 0.79 1.02 nd 0.59±0.04 0.33±0.02 0.09±0.03 0.41±0.01 

25 17.64±0.70 9.65 1.04 5.23 0.57 1.08 1.21 0.47 0.05 nd 0.69±0.02 0.29±0.05 0.09±0.01 0.38±0.01 

26 16.73±0.30 12.25 0.87 2.93 0.69 1.00 4.94 0.82 1.00 nd 0.94±0.01 0.31±0.04 0.13±0.02 0.44±0.01 

27 16.02±0.07 11.39 0.99 3.18 0.65 0.96 4.17 0.78 0.66 nd 0.83±0.01 0.21±0.02 0.25±0.02 0.46±0.01 

28 17.64±0.46 7.55 0.77 2.15 0.64 0.91 2.21 0.41 0.46 nd 0.78±0.03 0.25±0.06 0.25±0.03 0.36±0.01 

Min. 10.97 5.01 0.24 0.66 0.40 0.62 0.90 0.31 0.05 nd 0.50 0.17 0.06 0.22 

Max. 18.01 13.31 1.80 5.33 4.59 1.48 5.27 0.82 1.17 nd 1.60 0.65 0.34 0.99 

Mean 14.89 10.04 1.16 3.38 0.82 1.01 2.85 0.53 0.58 nd 0.71 0.42 0.22 0.64 

SD 1.92 1.89 0.29 1.01 0.76 0.19 1.07 0.15 0.27 nd 0.24 0.13 0.08 0.21 

 

Note:  Values are expressed as means ± standard deviation (SD) from triplicate analysis; TP= total polyphenols; TC= total 
catechins; GC= (-)-gallocatechin; EGC= (-)-epigallocatechin; C= (+)-catechin; EC= (-)-epicatechin; EGCG= (-)-
epigallocatechin gallate; GCG= (-)-gallocatechin gallate; ECG= (-)-epicatechin gallate; CG= (-)-catechin gallate; TF= 
total theaflavins; nd= not detected. 
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Infusion Colour  
 

Table 2 shows values of L*, a*, b*, hue angle and A420 of the liquor of Oolong tea samples. 
The L* value represents the degree of lightness: the higher it is, the lighter is the colour. The a* 
value indicates redness when positive and greenness when negative, while the b* value reflects 
yellowness when positive and blueness when negative. Generally the infusion colour of Oolong tea 
varies from green to greenish yellow to golden yellow, depending on the fermentation time. The hue 
angle is often used to express the green colour [35]. The increase in hue angle corresponds to an 
increase in greenness and a reduction in yellowness. The absorbance at 420 nm is used in China to 
assess the colour quality of tea: a high absorbance value is preferred for a good quality.  
 
    Table 2.  L*, a*, b*, hue angle and absorbance at 420 nm of infusions of Oolong tea samples 
 

No. L* a* b* Hue angle A420 

1 35.41±0.08 0.24±0.02 2.83±0.04 85.11±0.40 0.18±0.03 
2 29.75±1.38 0.46±0.04 4.52±0.39 84.19±0.57 0.19±0.04 
3 33.91±0.31 0.11±0.08 2.83±0.34 87.70±1.45 0.19±0.16 
4 26.92±0.55 1.01±0.07 5.96±0.44 80.30±1.13 0.19±0.02 
5 24.17±0.42 1.29±0.09 8.65±0.54 81.50±0.69 0.21±0.01 
6 26.04±0.40 1.45±0.11 9.34±1.05 81.13±1.11 0.31±0.01 
7 34.20±0.23 0.05±0.09 3.63±0.18 89.35±1.40 0.24±0.02 
8 34.53±0.10 -0.09±0.04 1.62±0.21 93.38±1.33 0.14±0.01 
9 33.90±0.33 -0.08±0.05 3.84±0.35 91.22±0.84 0.29±0.04 
10 34.47±0.49 0.03±0.09 2.23±0.13 89.22±2.22 0.17±0.01 
11 34.25±0.04 -0.01±0.10 3.17±0.32 90.22±1.95 0.24±0.03 
12 34.27±0.10 -0.11±0.06 2.81±0.12 92.19±1.22 0.20±0.02 
13 35.00±0.18 -0.01±0.07 2.43±0.05 90.31±1.69 0.17±0.01 
14 34.81±0.01 0.05±0.05 3.18±0.04 89.07±0.87 0.22±0.01 
15 35.48±0.02 -0.09±0.09 3.64±0.16 91.31±1.32 0.2±0.01 
16 35.32±0.10 -0.04±0.04 3.79±0.11 90.58±0.64 0.21±0.01 
17 35.85±0.09 0.17±0.14 4.33±0.23 87.81±1.80 0.28±0.04 
18 36.56±0.13 -0.21±0.03 3.42±0.09 93.44±0.63 0.25±0.02 
19 36.36±0.12 -0.14±0.10 3.18±0.09 92.54±1.81 0.23±0.01 
20 23.96±2.24 1.14±0.45 13.09±4.17 85.14±0.57 0.26±0.06 
21 16.19±1.76 2.77±0.64 21.72±1.67 82.81±1.11 0.24±0.01 
22 18.59±1.93 1.36±0.34 13.16±3.71 84.06±0.39 0.14±0.03 
23 18.51±2.23 1.81±0.32 16.94±1.37 83.93±0.60 0.20±0.01 
24 20.78±0.23 1.68±0.14 11.45±0.42 80.51±0.32 0.15±0.03 
25 22.94±0.52 1.68±0.06 10.03±0.22 81.66±0.55 0.19±0.03 
26 27.10±0.79 0.92±0.09 7.13±0.25 82.63±0.70 0.16±0.01 
27 28.62±0.18 0.89±0.06 6.35±0.25 82.09±0.26 0.19±0.01 
28 29.30±0.77 0.82±0.11 6.99±0.69 83.32±0.75 0.26±0.03 

Min. 16.19 -0.21 1.62 80.30 0.14 
Max. 36.56 2.77 21.72 93.44 0.31 
Mean 29.90 0.61 6.51 86.67 0.21 

SD 6.19 0.77 4.86 4.27 0.04 
 
Note:  Values are expressed as means ± SD (n=3).   
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Correlation between Chemical Constituents and Infusion Colour 
 

Correlation analysis of the 28 Oolong teas revealed that their TP content did not correlate 
well with L*, a*, b* or A420 values but was significantly related with the hue angle (r = 0.391) (Table 
3). In Thai Oolong tea catechins comprise approximately 70% of the TP content and about 10% of 
the dry weight (Table 1). Correlation analysis showed that the TC content did not correlate with any 
measured colour parameters. Correlation of the most abundant catechin (EGC) also gives a similar 
result. This may be because all catechins appear to be colourless in water (as observed with the 
aqueous solutions of authentic compounds), hence their negligible influence the infusion colour. 
However, some individual catechins (GC, ECG and EGCG) are fairly related to some measured 
colour parameters. Although the oxidation products of catechins have been reported to increase the 
redness and yellowness of tea infusions [16], their influence on the colour of freshly brewed Oolong 
tea infusion seems to be minimal when compared to other compounds.  

The correlation analysis in this study shows that the TF content negatively correlates with L* 
(r = -0.505) and positively correlates with a* (r = 0.508) and b* (r = 0.644).  However, it does not 
correlate with hue angle and A420.  Interestingly, chlorophylls, the green pigments in tea leaf, strongly 
correlate with the infusion colour. Chlorophyll a, b and total positively correlate with L* (r = 0.581, 
0.584 and 0.603) but negatively correlate with a* (r = -0.636, -0.647 and -0.663), b* (r = -0.602,     
-0.622 and -0.632) and hue angle (r = -0.612, -0.562 and -0.614). As can be clearly seen from Table 
3, TF and chlorophylls show significant correlation with the infusion colour. These findings indicate 
that TF and chlorophylls may be the most important compounds affecting the infusion colour of Thai 
Oolong tea. 

             
   Table 3.  Linear correlation coefficients between some constituents and infusion colour of Oolong 
    tea samples 
 

Constituent 
Parameters of infusion colour 

L* a* b* Hue angle A420 

Total polyphenols (TP) -0.273 0.293 0.224 0.391* -0.141 
Total catechins (TC) -0.211 0.17 0.079 -0.145 0.204 
GC 0.433* -0.452* -0.464* 0.479** -0.097 
EGC 0.15 -0.147 -0.253 0.168 -0.024 
C 0.079 -0.112 0.057 0.145 0.018 
EC -0.27 0.22 0.135 -0.036 0.008 
EGCG -0.387* 0.364 0.278 -0.401* 0.274 
GCG -0.09 0.13 -0.031 -0.236 0.079 
ECG -0.579** 0.514** -0.592 -0.422* 0.189 
CG - - - - - 
Total theaflavins (TF) -0.505** 0.508** 0.644** -0.3 0.173 
Chlorophyll a 0.581** -0.636** -0.602** -0.612** -0.099 
Chlorophyll b 0.584** -0.647** -0.622** -0.562** -0.167 
Total chlorophylls 0.603** -0.663** -0.632** -0.614** -0.129 
 
* Correlation is significant at the 0.05 level.    
** Correlation is significant at the 0.01 level.    
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CONCLUSIONS   
 

This study provides the relationship between the relevant constituents and the infusion colour 
of Oolong teas produced in Thailand. The results indicate that they seem to undergo only a mild 
fermentation and their infusion colour is determined mainly by the chlorophylls and theaflavins 
formed by partial fermentation during the tea processing. 
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Abstract:  The readability of a document is a measure of how easily the document can be 
read and understood. To select appropriate reading materials for children, techniques that 
can automatically assess readability are required. The objective of this study is to develop 
a machine-learning-based technique to assess the readability of Thai text. The 
experimental corpus, which was divided into training data and test data, consisted of 
articles selected from the textbooks of primary schools in Thailand. Documents in the 
corpus were first segmented into terms and then represented by feature vectors. Different 
combinations of feature sets including term frequencies of selected terms, shallow 
features and language model features were tested in the experiments. Classification and 
regression models were learned from the training data using support vector machines. 
Experimental results confirm that the proposed term-selection method can identify 
effective term frequency features for assessing the readability of Thai text. 

Keywords:  Thai readability, term frequency, feature selection, support vector machines 
________________________________________________________________________________ 
 
INTRODUCTION 
  

Reading has an important role in learning for children because it can help them acquire 
knowledge and develop new ideas. However, articles with complex grammatical structure or 
difficult words may be overly complicated for children to comprehend. Children should read 
materials that are suitable to their reading ability. A task confronting schoolteachers is to choose 
appropriate reading materials for their students. The number of Thai articles available online is 
continuously increasing. This extensive number of digital Thai articles certainly improves the 
availability of reading materials for children, but it also increases the workload of the teacher in 
selecting suitable articles. The readability level of an article indicates how easily an article can be 
read and understood; therefore, it is reasonable to use the readability level as a major criterion to 
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select appropriate reading materials for primary school students. Thus, we require an effective 
technique for assessing the readability of Thai text so that teachers can easily select appropriate 
reading materials. 

Various techniques for assessing readability have been developed in the past, including both 
formula-based [1, 2] and machine-learning-based techniques [3, 4]. The majority of these 
techniques focus on English text. In Thai language the text is written without explicit word 
boundary delimiters, sentence endings or capital letters. For example, the word ‘คนขับรถ’ (kon-khup-
rod) may refer to ‘a driver’ as a noun, ‘a man drives a car’ as a sentence, or a compound noun 
depending on the context where the word occurs. Word segmentation is a necessary pre-processing 
step in Thai text processing. Because of the fundamental difference between Thai and English, 
techniques developed for assessing readability of English text may not be effective for assessing the 
readability of Thai text. 

In this paper a machine-learning-based technique is developed to assess the readability of 
Thai text. The proposed method predicts the reading levels of documents using support vector 
machines (SVM). Various features including term frequency features (TF), shallow features (SL) 
and language model features (LM) are extracted from the documents and are tested for their 
effectiveness for assessing readability. The documents are classified into six grade levels for 
students in primary school. A multiclass feature selection method is proposed to select the terms 
used for computing TF. In the experiments we selected 720 articles from the textbooks of primary 
schools in Thailand to form an experimental corpus. Feature selection methods based on mutual 
information and chi-square test were first evaluated and then different combinations of the feature 
sets were tested for assigning reading levels to the documents. The experimental results confirm that 
the proposed multiclass term-selection method can identify effective TF for assessing the 
readability of Thai text. 

 
RELATED WORK 
 

Readability formulas consisting of SL such as the average number of syllables per word and 
average number of words per sentence in a document were frequently used in early studies to 
predict the readability levels of the documents [2, 5, 6]. These formulas are usually simple and easy 
to calculate. However, complex words and long sentences do not always render a document difficult 
to read and therefore a simple readability formula cannot accurately predict the readability level of a 
document.  

In addition to SL, word frequency is another common feature used for measuring readability. 
Chall and Dale [1] estimated the readability of a document using a combination of average sentence 
length and percentage of words occurring in a list of 3,000 familiar words identified manually. A 
document that contains fewer words in the common word list is likely to be more difficult. Stenner 
[7] combined the word frequency and sentence length features to generate a regression equation for 
predicting the difficulty of reading material. Heilman et al. [8] assessed reading difficulty using 
lexical features based on the frequencies of 5,000 common words in the training corpus and 
grammatical features derived from context-free grammar parses of sentences. They concluded that 
the combination of grammatical and lexical features was most effective. Chen et al. [9] calculated 
the term frequency and inverse document frequency of selected terms as features and applied SVM 
to assess the readability of Chinese text. The effectiveness of these methods depends primarily on 
the corpus from which the word list, the frequency information and the grammatical features are 
derived. 
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Statistical language models compute the probability of the next word from the previous n - 1 
words. Si and Callan [10] used unigram models to measure the reading difficulty of science web 
pages. Collins-Thompson and Callan [11] focused on using smoothed unigram-language models to 
predict the grade level of web documents; this approach demonstrated superior performance to 
traditional methods. Language modelling techniques have also been used to assess the readability of 
non-English texts. For example, Sato et al. [12] devised a character unigram model to measure the 
readability of Japanese text because each Kanji character in Japanese can be considered a single 
term. 

With the ever-increasing computing power of modern computers, researchers have acquired 
the ability to use machine-learning-based techniques to assess the readability of documents. For 
example, Schwarm and Ostendorf [13] utilised SVM to combine features from traditional reading-
level measures, parse trees and statistical language models for assessing the reading level. Vajjala 
and Meurers [14] tested various syntactic and lexical features on a corpus created from two web 
sources: Weekly Reader and BBC Bitesize. They found that a combination of development 
measures from second language acquisition research and traditional readability features 
significantly improved the performance of the classifiers. Francois and Miltsakaki [15] compared 
readability formulas with machine-learning-based methods for assessing the readability of French 
text. The best result was obtained when they used a combination of traditional readability features 
and new features derived from languages models, parse tree-based predictors and other measures.  

 
PROPOSED METHOD 
 

The problem of readability assessment has been studied for several languages. However, 
research on Thai readability remains in its initial stage. Preliminary experiments in our previous 
study indicated that using SVM to analyse the term frequency and inverse document frequency 
values of selected terms in Thai text is promising in classifying documents for primary school 
students [16]. Because the feature set used in a machine-learning-based approach is critical to the 
performance of a learned-text classifier, we propose to compare the effectiveness of prediction 
models with different feature sets which are derived from SL, LM and TF of selected terms. A 
machine-learning-based approach is applied to produce the prediction models for assessing the 
readability of Thai text. The proposed method consists of the tasks of Thai word segmentation and 
pre-processing, feature selection, feature value computation, and prediction model generation. 

 
Thai Word Segmentation and Pre-processing 
 

Owing to the lack of explicit word boundaries in Thai written text, word segmentation has a 
significant role in extracting terms for Thai language processing. Dictionary-based techniques and 
machine-learning-based algorithms are two well-known approaches for Thai word segmentation 
[17]. The former segments input text strings into words based on terms defined in a dictionary, 
which must contain an extensive number of terms for this approach to perform well. The latter 
learns a classification model from a training corpus to predict whether a character in the input text 
string is a word beginning. The performance of the classification model depends on the quality and 
size of the training corpus, where word boundaries are clearly identified.  

In this study LexTo (Thai Lexeme Tokenizer) [18] was applied to segment text strings into 
words using both the longest matching and dictionary-based techniques; the former solves the 
ambiguity problem by selecting the longest matched word in the dictionary. LexTo provides a 
source code of the program and a dictionary (i.e. Lexitron [19]) containing approximately 40,000 
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words. Because the performance of the word segmentation program can be improved by increasing 
the size of the dictionary, we added 5,000 proper names, organisations and places as new words into 
the dictionary. We also removed punctuation, numeric characters, special symbols and Thai number 
characters from the corpus. 

  
Feature Selection  
 

Feature selection is the process of selecting a subset of terms in the training data such that 
values computed from these terms can be used as features more effectively in the text classification. 
Several term-selection methods have been studied for text categorisation [20]. We compared mutual 
information and chi-square test as the feature selection methods for this study. Mutual information 
measures the importance of the presence or absence of term t in a document for prediction on class 
c. In a two-class classification problem mutual information is computed using equation (1), where N 
is the total number of documents and Nij is the number of documents that contain term t (i = 1) or do 
not contain term t (i = 0) and are in class c (j = 1) or are not in class c (j = 0) [21]. For example, N11 
is the number of documents that contain term t and are in class c. Note that ‘.’ represents both ‘0’ 
and ‘1’, and therefore N.1 = N01 + N11 is the total number of documents in class c. 
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The chi-square test measures the independence of two events: the occurrence of the term and 
the occurrence of the class. In a two-class classification problem, the chi-square test value is 
computed using Equation (2), where N and Nij are defined as in Equation (1) [21].  
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Because these feature selection methods are only suitable for two-class classification 

problems, we devised a new method to select the features for multiclass-classification problems. For 
each term, a one-against-all approach was employed to calculate the goodness measures of the term 
as a feature for k binary classifiers, where k is the number of classes in the training data. The ith 
binary classifier is trained with documents in the ith class as positive and all other documents as 
negative. For each classifier, we sorted the goodness measures of all the terms and assigned order 
numbers to the terms. Therefore, every term received an order number for each classifier. We chose 
the best order number in the k classifiers as the representing order number of the term. Then we 
sorted the representing order numbers and used the sorted list of terms for feature selection. Note 
that ties were broken arbitrarily when sorting the terms. A fixed number of terms were selected as 
features from the top of the sorted list. We conducted experiments to determine the feature selection 
method for calculating the goodness measures to be used in the experiments. 

 
Feature Value Computation  

Three different sets of features were used: SL, LM and TF. Because the Thai language has no 
explicit word boundaries, sentence endings or capital letters, many SL such as the average number 
of words per sentence, average number of sentences per paragraph and average number of syllables 
per word are difficult to extract. Therefore, as indicated in Table 1, we adopted features from Coh-
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Metrix-Port [3] as our SL; these include the average length per word, percentage of some 
connectives and percentage of words in word lists for different grade levels defined by the Office of 
the Basic Education Commission of Thailand. 

  

  Table 1.  SL used in the proposed method 

Number Feature 

1 Average word length 

2 Ratio of ‘และ’ (and) 

3 Ratio of ‘หรือ’ (or) 

4 Ratio of ‘ถ้า’ (if) 

5 Ratio of other connectives (i.e. ‘แต่’ (but), ‘แต่กระนั �น’ (yet), ‘แม’้ (although), 
‘แม้ว่า’ (even), ‘แต่ทว่า’ (whereas), ‘ทว่า’ (albeit) and ‘แต่ว่า’ (however)) 

6 Ratio of words in word list of Grade 1 

7 Ratio of words in word list of Grade 2 

8 Ratio of words in word list of Grade 3 

9 Ratio of words in word list of Grade 4 

10 Ratio of words in word list of Grade 5  

11 Ratio of words in word list of Grade 6 

 
To compare the different aspects of Thai readability assessment, we used n-gram language 

models to assign probability measures to the word strings at each reading level. For any given text, 
each language model was evaluated through its perplexity defined by Equation (3), where P(t | c) is 
the conditional probability of a word sequence of length m: t = w1, …, wm relative to class c. 
Because a lower perplexity indicates a higher probability, we can use the perplexity as a feature in 
the readability assessment task [13]. 

mctPperplexity
1

)|(


    (3) 

 
Unigram, bigram and trigram were the language models that we used for capturing the term 

frequency and collocation information in the text. For a test document, we generated a perplexity 
value from each language model that was trained on documents in one of the six grade levels. 
Therefore, as shown in Table 2, there were eighteen perplexity values in the language model feature 
set.  
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                       Table 2.  Language model feature set 

Number Perplexity 

1 Generated by unigram model trained on Grade 1 text 

2 Generated by unigram model trained on Grade 2 text 

3 Generated by unigram model trained on Grade 3 text 

4 Generated by unigram model trained on Grade 4 text 

5 Generated by unigram model trained on Grade 5 text 

6 Generated by unigram model trained on Grade 6 text 

7 Generated by bigram model trained on Grade 1 text 

8 Generated by bigram model trained on Grade 2 text 

9 Generated by bigram model trained on Grade 3 text 

10 Generated by bigram model trained on Grade 4 text 

11 Generated by bigram model trained on Grade 5 text 

12 Generated by bigram model trained on Grade 6 text 

13 Generated by trigram model trained on Grade 1 text 

14 Generated by trigram model trained on Grade 2 text 

15 Generated by trigram model trained on Grade 3 text 

16 Generated by trigram model trained on Grade 4 text 

17 Generated by trigram model trained on Grade 5 text 

18 Generated by trigram model trained on Grade 6 text 
 
The term frequency measure, which is proportional to the number of occurrences of a term in 

a document, can be used to evaluate the importance of the term to the document in a collection. We 
used a sublinear term frequency scaling method to compute the term frequency measure in Equation 
(4), where wft,d is the modified term frequency value of term t in document d and tft,d is the number 
of occurrences of term t in document d [21]. 



 


otherwise0

0 if log1 ,,
,

dtdt
dt

tftf
wf  (4) 

 
Prediction Model Generation 
 

SVM is a supervised learning classification method that attempts to identify a maximum-
margin hyper plane between two classes [22]. SVM works well on a large feature space in terms of 
both the accuracy of the classification results and the efficiency of training and classification 
algorithms. Moreover, SVM has generated good classifiers for many different types of datasets 
[23]. Because SVM is a binary classifier, it must be extended for solving multiclass-classification 
problems. In a one-against-one approach all possible k(k - 1)/2 two-class classifiers are first 
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generated from a training set of k classes; then the class label of a test document can be determined 
using a voting strategy [24]. We used LIBSVM [25] to build the multiclass classifiers based on 
different combinations of feature sets. However, because the readability was divided into six 
reading levels corresponding to the six grades in primary school, the readability levels were 
continuous and exhibited a natural order. This ordinal-regression problem can be solved using new 
SVM formulations that are modified from two-class classification approaches [26, 28]. In the 
experiments we evaluated both multiclass-classification and ordinal-regression approaches. 

 
EXPERIMENTS AND RESULTS  
 

This section describes the environment, corpus and results of the experiments on the feature 
selection methods and feature sets. Both multiclass-classification and ordinal-regression learning 
techniques were evaluated in the experiments.  

 
Experimental Environment  
   

We developed JAVA-based programs to assess the readability of Thai articles. The 
applications were installed on a Windows-based PC with an Intel Core 2 Quad CPU and 8 GB of 
RAM. Thai words were segmented using the LexTo application. The corpus was stored in a 
MySQL database. LIBSVM, a machine-learning toolkit, was used for learning and testing the SVM 
prediction models [25]. A program modified from LIBSVM was used for performing ordinal 
regression in the experiments [27]. SRILM, a language modelling toolkit, was used for building and 
applying the n-gram models to the generation of LM [29]. 

 
Corpus 
 

The corpus was selected from textbooks in six core subjects, namely ‘occupations and 
technology’, ‘social studies, religion and culture’, ‘health and physical education’, ‘Thai language’, 
‘arts’, and ‘science’, which are mandatory courses for primary school students in Thailand. The 
articles were retrieved from textbooks in paper and digital formats. The trueplookpanya website 
provided content for all six subjects. Max Education provided content for Grades 4-6 of all six 
subjects, whereas another website provided articles in the subject of the Thai language. The articles 
were captured either by entering the texts manually or by copying the texts electronically.  

One of the challenges in training and testing models for assessing readability is to correctly 
assign a reading level to the documents in the corpus. Originally, there were 1,080 articles retrieved 
from the textbooks. We invited five primary school teachers, each with more than ten years of 
teaching experience, to assess the reading levels of the articles. Only articles that were labelled with 
the same reading level by all five teachers were selected for inclusion in the corpus. We selected 
720 articles to form the final corpus, where all the grade levels were equally represented with the 
same number of documents. The distribution of the 720 documents in the corpus is presented in 
Table 3. 
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Table 3.  Distribution of articles in the corpus 

Grade Number of documents Number of words 

1 120 22,844 

2 120 39,298 

3 120 40,973 

4 120 44,866 

5 120 91,540 

6 120 93,553 

 
Experiments on TF 
 

Because even a small corpus may contain many thousands of unique terms, the learning  
algorithms must evaluate an enormous number of feature values when using TF. The dimensionality 
of the feature space can be reduced by employing feature selection methods to determine the most 
discriminative terms for classification and regression. To determine the number of terms to be used 
as features, we compared two feature selection criteria: mutual information and chi-square. For each 
term, we applied the one-against-all approach to determine the order of the term in each classifier 
according to the feature selection criterion. Then we selected the best order number in the six 
classifiers as the representing order number of the term. Finally, we sorted the representing order 
numbers of all terms and selected the terms from the top of the sorted list. The modified term 
frequency of the selected terms calculated from Equation (4) was used as the feature for training 
and testing the prediction models. Note that the feature values were scaled to the interval of 
numbers between 0 and 1 for both the training and test data in all the experiments.  

The experimental results of the SVM-based approaches with linear kernel functions for 
multiclass classification and ordinal regression are presented in Tables 4 and 5 respectively. The 
performance of randomly selected terms is also included as baseline comparison. In the experiments 
the mutual information method generated the highest accuracy in all cases except for the ‘5,000 
terms’ in the ordinal-regression approach. Therefore, we selected mutual information as the feature 
selection criterion for the TF in the remaining experiments. The experimental results also showed 
that the multiclass-classification model provided superior performance compared to the ordinal-
regression model. A reason for the inferior performance of the latter may lie in the reading levels 
assigned to the documents. Because these levels were manually rated, the evaluation may be 
imprecise and the difference in reading difficulty among levels may vary, which can cause 
performance degradation in the ordinal-regression model. Another possible reason for the resulting 
performance may be due to the lack of parameter adjustment. However, the experiments indicated 
that both multiclass-classification and ordinal-regression models had the highest or near-highest 
accuracy values when the number of terms was 4,000. Therefore, we used the 4,000-term frequency 
features in the experiments on feature set combination. 
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Table 4.  Accuracy of different feature selection criteria for multiclass classification 

Number of 
terms 

Mutual 
information Chi-square Random 

100 41.389% 40.000% 22.083% 
200 44.722% 39.722% 27.639% 
300 46.111% 41.944% 29.583% 
400 45.278% 44.167% 30.972% 
500 46.111% 42.083% 33.056% 
600 45.694% 43.889% 35.556% 
700 46.528% 45.417% 32.222% 
800 46.528% 45.833% 33.750% 
900 47.222% 45.417% 34.583% 

1000 46.528% 45.694% 36.111% 
2000 47.361% 47.083% 38.056% 
3000 49.167% 47.500% 42.222% 
4000 50.278% 47.917% 44.028% 
5000 49.444% 48.472% 45.000% 

 

Table 5.  Accuracy of different feature selection criteria for ordinal regression 

Number of 
terms 

Mutual 
information Chi-square Random 

100 37.778% 34.861% 20.694% 
200 37.361% 35.972% 24.583% 
300 37.500% 35.139% 25.417% 
400 37.083% 35.278% 28.472% 
500 36.944% 34.444% 29.722% 
600 39.167% 36.944% 30.000% 
700 36.528% 36.111% 28.472% 
800 36.250% 37.778% 29.861% 
900 36.528% 36.111% 30.000% 

1000 38.472% 35.694% 31.806% 
2000 40.000% 37.778% 32.639% 
3000 42.778% 39.028% 34.722% 
4000 41.667% 39.861% 36.389% 
5000 41.111% 42.361% 38.611% 
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Experiments on SL 
 

SL have been used in many traditional readability formulas [1-3, 5, 6]. In these experiments 
we investigated the performance of shallow features for assessing Thai text readability. The SL 
listed in Table 1, which include average word length, ratio of some connectives and ratio of words 
in word lists for different grades, were used as features for the SVM-based learning algorithms for 
multiclass classification and ordinal regression. Table 6 presents the average results of the 
experiments which used a 5-fold cross validation in terms of accuracy, mean absolute error, and 
squared correlation coefficient. The accuracy values of both the multiclass-classification and 
ordinal-regression models using SL were inferior to those of the models using TF as shown in 
Tables 4 and 5. The number of SL used in the experiments was very limited, which may have 
caused the inferior performance. However, it is difficult to extract additional SL owing to the 
characteristics of Thai text. 

Table 6.  Performance of 11 SL 

 Accuracy Mean  
absolute error 

Squared  
correlation 
coefficient 

Multiclass classification 29.306% 1.20694 0.31503 

Ordinal regression 32.080% 1.09167 0.46422 

 
Experiments on LM 
 

To compare the different aspects of textual properties on the performance of Thai text 
readability assessment, we used n-gram language models to predict the probability that a particular 
word sequence would occur in an article. The language models were created with language 
modelling toolkit SRILM [29]. To avoid over-fitting by less informative terms in the corpus, we 
retained only the 400 terms with the highest mutual information and replaced the remaining terms 
with ‘unknown’ tags. Table 7 presents the average accuracy obtained from the 5-fold experiments. 
The performance of the LM was even poorer than that of the SL in these experiments.   

Table 7.  Performance of the 18 LM 

 Accuracy Mean  
absolute error 

Squared  
correlation 
coefficient 

Multiclass classification 27.361% 1.53056 0.21621 

Ordinal regression 17.222% 1.95555 0.10219 
 

Experiments on Combination of Feature Sets 
 

We evaluated SL, LM and TF for both SVM-based multiclass-classification and ordinal-
regression approaches. In these experiments various combinations of feature sets were also tested, 
viz. SL+LM, TF+SL, TF+LM, TF+SL+LM, and the set of TF of all terms. For these tests, the TF 
set contained 4,000 terms as suggested by the aforementioned experiments.  

The experimental results are presented in Table 8. Among the eight feature sets, the LM had 
the lowest accuracy values for multiclass classification and ordinary regression. This result indicates 
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that LM alone are not sufficient for assessing Thai text readability. However, the performance of the 
combined feature set SL+LM was superior to either the single feature set SL or LM. This outcome 
is similar to the conclusions drawn from other studies [10, 13]. As indicated in Table 8, prediction 
models with TF outperformed those without these features and the multiclass-classification model 
outperformed the ordinal-regression model. The addition of SL and/or LM did not improve the 
accuracy of the model, while the TF exhibited effective predictive capabilities for assessing the 
readability of Thai text. We also noticed that using all 14,205 terms as features (all terms) produced 
the best performance with lowest mean absolute error and highest squared correlation coefficient in 
the ordinal-regression model and good performance in the multiclass-classification model.  

Table 8.  Comparison of feature sets  

Feature  
set 

No. of 
features 

Multiclass classification Ordinal regression 

Accuracy 
Mean  

absolute  
error 

Squared  
correlation  
coefficient 

Accuracy 
Mean  

absolute  
error 

Squared  
correlation 
coefficient 

SL 11 29.306% 1.20694 0.31503 32.080% 1.09167 0.46422 

LM 18 27.361% 1.53056 0.21621 17.222% 1.95555 0.10219 

TF 4000 50.278% 0.73611 0.60536 41.667% 0.79028 0.60575 

SL+LM 29 31.528% 1.12917 0.33831 37.083% 0.99305 0.49733 

TF+SL  4011 50.417% 0.72222 0.61741 42.500% 0.77917 0.61873 

TF+LM 4018 50.139% 0.72639 0.61408 42.083% 0.78056 0.61551 

TF+SL+LM  4029 50.972% 0.70972 0.62303 40.972% 0.79028 0.62355 

All terms* 14205 49.306% 0.74028 0.60628 44.861% 0.70694 0.64837 

* Set of TF of all terms 
 
Experiments on Feature Sets with Different Numbers of Terms 
 

Because the feature sets with a smaller number of features could generate comparative 
performance in less time, we tested the models with different numbers of terms as features in the 
subsequent experiments. Figures 1 and 2 illustrate the accuracy of the multiclass-classification and 
ordinal-regression models respectively with different numbers of terms. It can be observed that the 
four tested feature sets, i.e. TF, TF+SL, TF+LM and TF+SL+LM, generate similar accuracies in 
both Figures. Therefore, TF alone seem to be sufficient for assessing the readability of Thai text. 
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Figure 1.  Accuracy for multiclass classification 

 

 
Figure 2.  Accuracy for ordinal regression 

DISCUSSION 
 

SL have been used successfully for assessing the readability of English text, but their 
performance is not good for Thai text because we could extract only eleven SL. Although LM are 
expensive to compute, it did not perform well in the experiments. The combined feature set SL+LM 
provided an improvement in performance compared to either single feature set SL or LM, which is 
consistent with the results of previous studies [10, 13]. The experimental results suggested that the 
TF set performed well for all the models and the combined feature set TF+SL+LM did not provide 
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noticeable improvement in performance. Because the terms were sorted by the proposed feature 
selection method, a relatively small number of terms were enough for generating the TF set for the 
classifier and we could process these TF very efficiently. In addition, it was demonstrated that the 
multiclass classification provided a higher accuracy compared to the ordinal regression in every 
experiment. Therefore, the multiclass-classification model with TF selected by the proposed feature 
selection method should be capable of effectively assessing the readability of Thai text. 

There are still areas in the proposed method that require further investigation. For example, 
the quantity and quality of the training data which are crucial to the success of the supervised 
learning can be improved by increasing the number of documents from other sources (e.g. annotated 
web pages). Moreover, other types of features such as topic information may be capable of 
improving the performance. We expect to achieve superior accuracy in the future using new 
features such as name entity, discourse features and topic information. Based on the proposed 
method, a software tool using a larger training data could be developed for accessing the readability 
level of Thai text and teachers could easily use this tool to select suitable reading materials for 
primary school students.  

 
CONCLUSIONS  
  

The machine-learning-based method introduced in this study can effectively assess the 
readability of Thai text. Term frequency values generated from a small number of terms which are 
selected by the proposed feature selection method can form the term frequency feature set of a good 
classification model for accessing the readability. The performance of the term frequency feature set 
is superior to either a single shallow feature set or language model feature set and is comparable to 
combinations of feature sets. Additionally, the classification model with the term frequency feature 
set is computationally more efficient in comparison to other models.  
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Abstract:  Extract of ripe banana (BN) with a prebiotic activity score of 1.77 were 
demonstrated to support the growth of probiotic Bacillus subtilis S11 (BS11). BN and BS11, 
separate and combined, were then fed to the Pacific white shrimp (Litopenaeus vannamei) 
over 90 days in the rainy season and in the dry (hot) season. In both seasons, the highest 
production was found in shrimp fed with BS11 plus 10% BN. After challenging with Vibrio 
harveyi 639, the lowest cumulative mortality was found in shrimp fed with BS11 and 10% 
BN in the rainy season, indicating a higher shrimp production following the synbiotic use of 
the BS11 probiotic combined with the BN prebiotic. 

 
Keywords:  Pacific white shrimp, Litopenaeus vannamei, probiotic, Bacillus subtilis S11, 
prebiotic, Musa (ABB group), banana 

________________________________________________________________________________ 
 
INTRODUCTION 
 

The farming of Pacific white shrimp (Litopenaeus vannamei) has recently become a major 
economic industry in Thailand. However, from 2013 onwards the industry has faced a severe blow 
due to outbreaks of acute hepatopancreatic necrosis disease [1]. Bacillus subtilis S11 (BS11) has 
been proposed as a probiotic bacterium for the black tiger shrimp (Penaeus monodon) [2, 3] and 
also for the Pacific white shrimp [4] due to the bacterium’s ability to survive the passage through 
the gastrointestinal tract of these shrimp and enhance the growth and defense against pathogens 
including Vibrio harveyi. 

 The inclusion of inulin-derived fructo-oligosaccharide (FOS) into regular animal feed has 
also been shown to have a broad antibacterial effect against such pathogens as Escherichia coli, 
Salmonella spp., Clostridium spp., enterobacteria, eubacteria and coliforms [5]. Inulin and 
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oligofructose have been reported to occur in several fruits including the banana, in which inulin 
content of 0.3-0.7% of fresh weight were reported [6]. Conversion of inulin to oligofructose 
normally occurs through controlled partial enzymatic hydrolysis which resembles that of the 
processing of chicory roots [7]. The most popular banana cultivar in Thailand, Musa (ABB group) 
or Kluai Namwa in Thai, is a hybrid of Musa acuminata Colla and M. balbisiana Colla [8]. Both of 
the parental plants typically contain a considerable amount of dietary fibre [8], which has been 
claimed to have a prebiotic activity that promotes the growth of bacteria within the small intestine 
leading to the colon and provides potential health benefits [9,10].  

In this study the use of a probiotic coupled with a prebiotic, an approach known as 
synbiotics, is undertaken in order to evaluate the effects of the BS11 probiotic and Musa (ABB 
group) prebiotic supplemented to the regular feed on the growth and disease resistance of the 
Pacific white shrimp  
 
MATERIALS AND METHODS   
Bacterial Strains 
 

BS11 was isolated from the gastrointestinal tract of Penaeus monodon caught from the Gulf 
of Thailand as previously described [2, 3] and shown to be a good probiotic for Litopenaeus 
vannamei [4]. Vibrio harveyi 639, a pathogenic bacterium, also isolated from P. monodon that had 
died from luminescent disease, was kindly provided by the Shrimp Culture Research Centre, 
Charoen Pokphand Feedmill, Samutsakorn, Thailand. The bacterium was cultured in tryptic soya 
agar (TSA), tryptic soya broth (TSB) with 1.5% (w/v) agar supplemented with 2% (w/v) NaCl, or in 
thiosulphate-citrate-bile-salt-sucrose agar (TCBS) and was used for inducing V. harveyi infection in 
the shrimp. All culture media were purchased from Difco (USA). 

Escherichia coli ATCC 25922 and Bifidobacterium animalis subsp. lactis BB12 were 
provided by the Department of Microbiology and the Department of Food Science, Faculty of 
Science, Chulalongkorn University respectively. Lactic acid bacteria (LAB), namely Lactobacillus 
(Lb.) acidophilus IAM 10074, Lb. casei subsp. casei IAM 1045, Lb. fermentum IAM 1148, 
Lactococcus (Lc.) lactis subsp. cremoris IAM 1150 and Lc. lactis subsp. lactis IAM 1198 were 
obtained from Riken Bioresource Centre, Japan. 

 
Preparation of Musa (ABB group) Extract  
 

The ripe (yellow skin) fruits of Musa (ABB group) were peeled and sliced. The sliced flesh 
(10 g) was homogenised in 100 mL of hot water (100ºC) and left to stand for 10 min. Suspended 
particles were removed by centrifugation at 10160 g and 4ºC for 10 min., and the supernatant was 
harvested [11] and used as the ripe banana extract (BN) in subsequent experiments. Larger scales of 
BN preparation was performed as desired and kept at 4°C before use. 

  
Prebiotic Activity Score  
 

Prebiotic activity score (PAS) was determined as previously reported [12]. In brief, an 
overnight culture of B. animalis subsp. lactis BB12, Lb. acidophilus IAM 10074, Lb. casei subsp. 
casei IAM 1045, Lb. fermentum IAM 1148, Lc. lactis subsp. cremoris IAM 1150 and Lc. lactis 
subsp. lactis IAM 1198 were transferred at 1% (v/v) in triplicate into individual tubes containing 
manually prepared lactobacillus de Man, Rogosa and Sharpe broth without dextrose (mMRS-D) (10 
mL) supplemented with either 1% (w/v) glucose, 1% (w/v) inulin, or 1% (w/v) BN. The tubes were 
then incubated at 37ºC under an anaerobic condition in candle jars [13]. An overnight culture of 
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either BS11 or E. coli ATCC 25922 (0.1 mL) was transferred in triplicate into culture tubes 
containing manually prepared TSB without dextrose (mTSB-D) (10 mL) and also into the same 
broth but with either 1% (w/v) glucose, 1% (w/v) inulin or 1% (w/v) BN and incubated aerobically 
at 37oC [13]. After 24 hr of incubation, samples were harvested and enumerated on MRS agar 
(Difco, USA) for LAB and on TSA for BS11 and E. coli. All chemicals for manually prepared 
culture media were obtained from Merck (Germany). Inulin was from Sigma-Aldrich (USA).  

The PAS was determined using the following formula [12]: 

                                
where Pp and Pg are the probiotic log colony forming units (CFU)/mL when grown on the prebiotic 
and glucose respectively; Ep and Eg are the enteric log CFU/mL when grown on the prebiotic and 
glucose respectively; and the subscript numbers represent the culture time (0 and 24 hr). By 
definition, substrates with a high PAS support a good growth of the probiotic bacteria, with cell 
densities (CFU/mL) comparable with BS11 grown on mTSB-D with glucose.  
 
Preparation of Shrimp Feed  
 

Commercial feed (Charoen Pokphand Foods Public Co., Thailand) was used as the regular 
feed and then supplemented with the probiotic and/or prebiotic before use. The feed mixed with BN 
at 10%, 20% and 30% (v/w) (designated as 10%BN-, 20%BN- and 30%BN-feeds respectively) 
were prepared. BS11 was cultured in TSB at 30oC with shaking at 200 rpm for 24 hr and then 
washed three times with sterile normal saline solution by centrifuging at 10160 g and 4ºC for 10 
min. The cell pellet was harvested and mixed into the feed. The wet cells were thoroughly mixed 
with the regular feed at a rato of 1:3 respectively (~2.5% of bacteria by weight) and designated as 
BS11-feed. In addition, the BS11 was co-supplemented into the 10%, 20% and 30% BN-feeds 
(designated as BS11&10%BN-, BS11&20%BN- and BS11&30%BN-feeds respectively). Each 
mixture was spread out, dried in an oven for 1-2 hr at 37°C and then stored in a clean plastic bag at 
4ºC until use. Each batch was examined for viable BS11 cells (CFU/g).       
 
Cultivation of Shrimp 
 

The post-larvae of the Pacific white shrimp (Litopenaeus vannamei), aged 20 days after 
hatching, were obtained from a commercial shrimp farm in Pathumthani province and acclimatised 
in an aerated tank with a closed recirculating water system (containing 25 mg/L NaCl) at 30°C until 
they reached 1-2 g in weight. They were then transferred into a 200-L high-density polyethylene 
culture tank (0.64 x 1.05 x 0.56 m). Suspended solids were removed with a filtering unit consisting 
of three layers: sand at the bottom, oyster-shells in the middle and fibre filler on the top. Water was 
transferred into the filter unit by an air-lift pump and passed through the unit by gravity into the 
culture tank. All the culture tanks were placed outdoors under a roof and sun-shade net cover. A 
total of eight different feeding regimes, viz. the regular feed (control) and the BS11-, 10%BN-, 
20%BN-, 30%BN-, BS11&10%BN-, BS11&20%BN- and BS11&30%BN-feeds were evaluated. 
Each treatment was performed in triplicate using 30 shrimp in each tank. The shrimp were fed three 
times daily at 09.00 am, 1.00 pm and 6.00 pm at 10% of their net body weight. This set of 
experiment was performed twice, one in the rainy season and one in the hot season. The shrimp 
body weight and survival, total bacteria, BS11 and Vibrio spp. counts from the cultivation tank and 
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intestines of moribund shrimp, together with total haemocyte count (THC) and phenoloxidase (PO) 
activity of live shrimp were monitored before and after challenging with V. harveyi 639. 

Water samples (100 mL) were collected from the centre of each tank every 15 days and their 
pH, alkalinity, dissolved oxygen, salinity, temperature, and ammonium and nitrite contents were 
monitored as described previously [14].        
Vibrio harveyi Challenge 
 

Vibrio harveyi 639 was cultured in TSB with 2% (w/v) NaCl or on TCBS and used for 
inducing the infection. After feeding for 90 days, the shrimp in each treatment were exposed to 
pathogenic V. harveyi 639 at ~107 CFU/mL by immersion in tank water. Ten shrimp were randomly 
transferred to each 40-L water tank (three tanks per treatment). The remaining shrimp were kept and 
fed with the same regime as before. No water was exchanged between the tanks thereafter for 3 
days. During the trial, the number of live shrimp was measured and the moribund shrimp were 
removed every 24 hr, and from this the cumulative mortality was recorded. The hepatopancreas and 
intestine were dissected from each moribund shrimp and examined for the presence of V. harveyi 
639 initially by isolation on TCBS agar, and subsequent identification as V. harveyi was performed 
as previously described [15]. 

 
Defense Parameters from Shrimp Hemolymph 
 

Shrimp haemolymph (100 µL) was collected from the ventral-sinus using a 26-gauge needle 
and a 1-mL syringe containing 200 µL of anticoagulant solution (10% w/v sodium citrate). A 20-µL 
drop of the mixture was placed in a haemocytometer and the THC determined under a light 
microscope at 400 x magnification. 

After collecting the haemolymph and pelleting the cells by centrifugation at 800 g and 4ºC 
for 10 min., the pellet was washed and collected in ice-cold cacodylate buffer (Sigma-Aldrich, 
USA) at pH 7.0 and then homogenised with a sonicator for 10 sec. The homogenate was centrifuged 
at 16000 g and 4ºC for 20 min. to obtain the hemocyte lysate supernatant. The PO activity of the 
supernatant was measured spectrophotometrically at 490 nm using L-3,4-dihydroxyphenylalanine 
(Sigma-Aldrich, USA) as the substrate as described previously [4, 16, 17]. One unit of enzyme 
activity was defined as an increase in absorbance per min. per µg protein [18]. The protein content 
in the hemocyte lysate supernatant was measured by Bradford’s method [19] using bovine serum 
albumin (Sigma-Aldrich, USA) as standard. 

  
Statistical Analysis  
 

The data on shrimp growth, survival and disease resistance are presented as mean ± standard 
deviation (SD). The significance of differences between means was tested by analysis of variance 
and Duncan’s multiple range tests with accepted significance at p < 0.05 level [20]. 
 
RESULTS AND DISCUSSION  
Prebiotic Activity Score  

 
BS11 grown in mTSB-D with 1% inulin or 1% BN has a reasonably high PAS of 1.42 ± 

0.20 and 1.77 ± 0.35 respectively, with 1.25-fold higher growth in BN- than inulin-supplemented 
mTSB-D, but this is not statistically significant (Figure 1). In contrast, B. animalis subsp. lactis 
BB12 growth in mMRS-D with 1% inulin is markedly lower than that in mMRS-D with 1% BN 
giving a low PAS of -0.18 ± 0.08 and -0.36 ± 0.02 respectively. The inability of B. animalis subsp. 
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lactis BB12 to grow well in the presence of inulin or BN is in agreement with that previously 
reported for a different strain of B. bifidum NCI on inulin-S with a PAS of -1.11 ± 0.08 [12]. 
Among the other tested LAB, the highest PAS of 1.94 ± 0.40 and 1.97 ± 0.43 in mMRS-D with 1% 
inulin and 1% BN respectively was detected in Lc. lactis subsp. cremoris IAM 1150. These are 1.4- 
and 1.1-fold higher than PAS for BS11 on the media supplemented with inulin and BN respectively. 
None of the other tested LAB grew as well in mMRS-D with 1% BN compared to that with 1% 
inulin (PAS < 1), except for Lc. lactis subsp. cremoris IAM 1150. However, the LAB evaluated in 
this study seem to grow well in the presence of inulin but not in the presence of BN (Figure 1). 
Similar to that reported previously [12], the PAS is observed to be dependent on both the bacterial 
strain and the prebiotic type/dose. Apparently, BN can replace inulin and support BS11 growth. 

 

  
Figure 1.  PAS of BS11 grown in mTSB-D and various LAB grown in mMRS-D supplemented 
with either 1% inulin or 1% BN as a prebiotic. Data are shown as mean  SD from triplicate 
analysis, and means with different lowercase letters (for inulin) or uppercase letters (for BN) are 
significantly different (P < 0.05). 
 

Effects of BS11- and BN-Feeds on Shrimp Weight, Survival and Production 
 

The weights of L. vannamei among the eight treatments were not significantly different after 
30 days of culture in the rainy season (Figure 2a). The average water quality in all treatments (4-6 
mg/L dissolved oxygen, 25-29 mg/L salinity, pH 7.5-8.4, 0-0.50 mg/L ammonia, 80-150 ppm 
alkalinity and 0-0.50 mg/L nitrite) was within safe limits for shrimp culture [21]. The temperature 
varied only slightly, ranging between 29.0-31.0ºC in the rainy season. The water quality in all 
treatments in the hot season was similar, except for a narrower pH range (7.36-8.25) and broader 
temperature range (28.5-35.5ºC), which included a markedly high climate temperature of up to    
41.5ºC between 11am-1pm for a one-week period after 30 days of culture. This elevated 
temperature was likely to have induced significant heat stress in the surviving shrimp. 

After 90 days of culture in the rainy season, the highest average shrimp weight (15.7 ± 0.75 
g) was found in those fed with 20%BN-feed, which was significantly higher than that in the control 
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(Figure 2a). In contrast, the shrimp survival after 90 days of culturing with feed supplemented with 
BS11&10%BN (95.6  3.9%) or BS11&20%BN (94.4  5.1%) were significantly greater than that 
of the control (Figure 2c). Thus, there appears to be a marked synbiotic function of the BS11 
probiotic and BN prebiotic on the shrimps’ survival but not on their weight. The highest average 
shrimp production occurred in shrimp fed with BS11&10%BN-feed (380.9 ± 36.2 g), which was 
significantly higher than that in the control (Figure 2e). 

In the trials performed in the hot season the highest increase in the average shrimp weight 
after 90 days of culture was observed in shrimp fed with BS11&20%BN-feed (15.7 ± 0.74 g) 
(Figure 2b). On the other hand, the highest shrimp survival was detected in shrimp fed with BS11-
feed (81.1 ± 11.7%) (Figure 2d). A lower survival was found in the hot season than in the rainy 
season, apparently due to the high water temperature fluctuations in the hot season, which is above 
the optimum temperature for shrimp growth (28-30oC). This may also account for a larger variance 
seen in the average values in the hot season than in the rainy season. Likewise, the net average 
production in the hot season was lower than in the rainy season, with the highest production level in 
the hot season being found in shrimp fed with the BS11&10%BN-feed (291.1 ± 0.44 g) (Figure 2f). 
However, this is still 1.3-fold lower than the best production level found in the rainy season. The 
results are in agreement with the known effects of temperature stress, which can increase the 
shrimp’s susceptibility to pathogens, limit growth and reduce survival rate and production [22, 23]. 

The higher net production of shrimp fed with BS11&10%BN-feed than with BS11-feed 
implies the possibility of a synbiotic effect of the combination of the BS11 probiotic and the BN 
prebiotic on production. In both seasons a reduced shrimp production level was found mostly when 
shrimp were fed only with BN-feed and this is significantly different from those fed with BS11- and 
BS11&BN-feeds (Figures 2e and 2f). This is in agreement with previous reports that the prebiotic 
function of FOS did not affect the weight gain and survival of the Pacific white shrimp [24], whilst 
Bio-Mos® and β-1,3-D-glucan did not affect the growth of the western king prawn P. latisulcatus 
[25]. In contrast, mannan oligosaccharides at 3.0 g/kg were found to significantly enhance the 
weight and survival of P. semisulcatus PL [26], whilst short chain FOS significantly enhanced the 
survival and weight of juvenile white shrimp in a dose-dependent manner [27]. In addition, the 
survival of Indian white shrimp larvae (M1-M3) after administration of inulin (Raftilline ST) + Easy 
DHA Selco®-enriched Artemia was significantly higher than that fed with either Easy DHA Selco®-
enriched Artemia or inulin-enriched Artemia [28]. 

Without the prebiotic function of BN, the probiotic BS11 alone seems to significantly 
enhance the shrimp production level (Figures 2e and 2f), consistent with its previously reported 
probiotic properties [8] including growth enhancement, induction of healthy appearance [29, 30] 
and increased survival [31, 32]. It is probable that BS11 can produce some anti-microbial 
substances that negatively affect other pathogens [2, 3] and/or it can produce useful enzymes or 
metabolites to increase the uptake of useful nutrients, provide a competitive exclusion effect on 
pathogens and provide some benefits to indigenous induction [2, 3, 25, 33]. Many other Bacillus 
spp. have previously been reported to act as good probiotic candidates for Pacific white shrimp by 
supplementation into the diet [34-36] or culture water [31, 37]. Here, prebiotic (BN) feeds are 
demonstrated to confer benefits on the BS11 growth and may improve gastrointestinal microflora of 
the host as described previously [9, 24, 38].  
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Figure 2.  Average live (wet) weights (a, b), survival (c, d) and production (e, f) of L. vannamei 
during 90-day culture period when fed with regular feed (control) or with BS11-, 10%BN-, 20% 
BN-, 30%BN-, BS11&10%BN-, BS11&20%BN- or BS11&30%BN-supplemented feeds in rainy 
season (a, c, e) and hot season (b, d, f). Data are shown as mean  SD from triplicate analysis, and 
means with different letters are significantly different between treatments within the respective time 
points. 

 

The total bacterial and Vibrio spp. counts in the culture water of all treatments ranged 
between ~4 x 105 - ~3 x 107 and ~2 x 102 - ~2 x 104 CFU/mL respectively in rainy season, and 
between ~3 x 104 - ~106 and ~1 x 103 - ~2 x 104 CFU/mL respectively in hot season. As expected, 
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BS11 was only found in the culture water from tanks of shrimp fed with BS11-supplemented feeds 
and was at ~7 x 102 - ~2 x 103 CFU/mL in rainy season and ~9 x 102 - ~3 x 103 CFU/mL in hot 
season.  

    
Challenge Test and Defense Parameters from Shrimp Hemolymph 
 

From Figures 3a and 3b, the THCs in shrimp fed with different supplemented feeds before 
and after being challenged by V. harveyi 639 are numerically higher than those in shrimp fed with 
regular feed in both seasons, but are only significantly higher in shrimp fed with BS11- and 
BS11&10%BN-feeds. The reduction in THC after being challenged with V. harveyi 639 for all 
eight treatments ranges between 36-56% and 52-64% in the rainy and hot seasons respectively. The 
lowest THC reduction is observed in shrimp fed with BS11&10%BN-feed in both seasons, whereas 
the highest THC reduction is found in shrimp fed with regular feed. The control shrimp give the 
lowest average THC after V. harveyi 639 challenge, at 1.6- and 2.0-fold lower than those from 
shrimp fed with BS11&10%BN- and BS11-feeds respectively in the rainy season (Figure 3a), and at 
1.4- and 2.3-fold lower in the hot season (Figure 3b). 

From Figures 3c and 3d, the highest reduction in hemocyte PO activity (84% and 70% in 
rainy and hot seasons respectively) after challenge with V. harveyi are observed in shrimp fed with 
regular feed, whilst BS11- and BS11&%BN-feeds give 55-68% and 51-63% reduction in rainy and 
hot seasons respectively. The lowest average hemocyte PO activity after V. harveyi 639 challenge 
occurs in the control shrimp, being more than 2.0-fold lower than that in the BS11&10%BN- and 
BS11-feeds in both seasons. 

From Figures 3e and 3f, mortality is evident from the first day onwards in all the treatments 
after challenge with V. harveyi 639. However, the shrimp fed with control feed suffer a significantly 
higher mortality from day 2 and reach 90% mortality 3 days after V. harveyi exposure in rainy 
season and 42% in hot season. The improved shrimp survival, taken to imply disease resistance as 
compared to control, is clearly evident in the shrimp fed with all BN- and BS11-feeds, with the 
highest survival of 66.7% in those fed with BS11&10%BN-feed in rainy season, 90.0% survival in 
those fed with 20%BN- or 30%BN-feeds in hot season, and 86.7% survival in those fed with 
BS11&10%BN-feed. BS11-, BN- or BS11&BN-feed thus gives an enhanced survival after an 
external V. harveyi exposure. In agreement with these results, a decreased shrimp mortality after 
infection with V. parahaemolyticus was previously reported in shrimp that were fed with feed 
containing V. alginolyticus UTM 102, B. subtilis UTM126, Roseobacter gallaeciensis SLV03 and 
Pseudomonas aestumarina SLV22 [36]. Overall, a lower mortality was observed in the hot season 
during the 3-day exposure period to V. harveyi than in the rainy season. This may well reflect the 
~103 CFU/mL lower viable Vibrio spp. levels in shrimp water in the hot season compared with 
those in the rainy season. 
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Figure 3.  Mean shrimp THCs (a, b) and PO activities (c, d) before and after challenge for 3 days 
by Vibrio harveyi 639, and shrimp cumulative mortality (e, f) during 3-day challenge for shrimp fed 
with regular feed (control) or BS11-, 10%BN-, 20%BN-, 30%BN-, BS11&10%BN-, 
BS11&20%BN- or BS11&30%BN-supplemented feeds in rainy season (a, c, e) and hot season (b, 
d, f). Data are shown as mean  SD, derived from nine shrimp. Different letters represent significant 
difference among treatments before or after challenge by Vibrio harveyi 639. 
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 The Vibrio counts in the intestines of the moribund shrimp from all the treatments after 
challenge with V. harveyi 639 for 3 days ranged between 3.9-8.2 x 107 CFU/g in the rainy season 
and 3 x 105 - 1.15 x 107 CFU/g in the hot season, which were significantly higher than those before 
V. harveyi challenge. Lower Vibrio counts from the intestines of shrimp fed with BS11-feed than 
with normal or BN-feeds were noted. The decrease in total Vibrio counts in the intestines of BS11- 
fed shrimp in this study agrees with previous results on shrimp fed with probiotic Halomonas sp. 
B12 [39], although it does not exactly match the shrimp mortality rates observed here.  
 
CONCLUSIONS 
   
 A synbiotic effect using Bacillus subtilis S11 probiotic bacteria and banana prebiotic on 
enhancing the production and luminous vibriosis resistance of the Pacific white shrimp, Litopenaeus 
vannamei, has been demonstrated. The results from this study support the possibility of using 
Bacillus subtilis S11 and/or banana prebiotic as alternatives to antibiotics in the shrimp farming 
process, which could lead to a more sustainable and environmentally friendly industry as well as a 
healthier food product of higher economic value.  
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Abstract:  Spray-dried cereal extracts containing probiotic Lactobacillus plantarum TISTR 2075 
was produced. Sterile soya milk extract and Job’s-tears extract fortified with sesame (1-2%) and 
glucose (1-20%) were fermented by L. plantarum TISTR 2075. After 24 hr, the strain was found to 
grow well both in soya milk and Job’s-tears extracts with viable cells of 8.28 and 7.73 log CFU/mL 
respectively. Higher viable cells were observed with addition of 1% glucose and 1% sesame. 
Sesame was also found to significantly increase soluble calcium after fermentation due to lowered 
pH due to the production of organic acids. Each fermented cereal extract was then mixed with 20% 
maltodextrin prior to spray-drying at 130C and 70C (inlet and outlet air temperature respectively). 
After spray-drying, the survival of L. plantarum TISTR 2075 in spray-dried soya milk and Job’s-
tears extract powders was 79.0 and 85.4% respectively. The functional properties of the probiotic 
including pathogenic inhibition of foodborne pathogens (Escherichia coli O157:H7 DMST 12743 
and Salmonella typhimurium ATCC 13311) and the tolerance to simulated gastric juice (pH 2.0) 
and small intestinal juice (pH 8.0) were not affected by the spray-drying process.  
 
Keywords: probiotics, Lactobacillus plantarum, fermented spray-dried cereal extracts, spray-
drying, probiotic properties, soluble calcium  
 
 
INTRODUCTION 
 

Recently, consumer demand for cereal-based probiotic products has increased due to a 
combination of high nutritive values from cereals and health benefits from probiotics. Many studies 
have used cereals for developing non-dairy probiotic foods since they can alleviate some of 
disadvantages associated with dairy products like lactose intolerance, allergy to milk protein and the 
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impact in cholesterol levels [1-4]. Furthermore, cereals are suitable substrates for the growth of 
beneficial probiotic bacteria since it contains sucrose, raffinose and stachyose used as energy 
sources for probiotics [2, 5-9]. For example, soya milk is a suitable substrate for the growth of lactic 
acid bacteria Lactobacillus and Bifidobacteria [10-13]. According to Chou et al. [14], soya milk can 
support the growth of B. infantis CCRC 14633 and B. longum B6 with viable cell counts of 8.5 and 
7.1 log CFU/mL respectively after fermentation for 48 hr. L. plantarum NCIMB 8826 and L. 
acidophilus NCIMB 8821 grow well in malt, barley and barley-malt media with viable cell numbers 
of 8.59, 7.91 and 8.53 log CFU/mL respectively after 24 hr of fermentation [2]. Oat-based substrate 
can be used as a growth medium of L. reuteri, L. acidophilus and B. bifidum with viable cell counts 
of greater than 8 log CFU/mL after 30 days of storage [15]. In addition, the fermentation of cereals 
or vegetables by lactic acid bacteria enhances the availability of minerals such as calcium and iron, 
which correlate with the effect of pH reduction [11, 16]. According to Tang et al. [11], L. 
acidophilus ATCC 4962 and L. casei ASCC 290 exhibit the highest increase in soluble calcium 
after calcium-fortified soya milk is fermented for 24 hr. Also, a 2.5-fold increase in soluble calcium 
is observed in fermented soya milk with sucrose addition [12]. Bergqvist et al. [16] further reported 
that the level of soluble iron is markedly enhanced during fermentation of carrot juice by L. 
pentosus FSC 1.  

In recent years, spray-drying is considered as a useful technique for preserving probiotics in 
dried form due to its relatively inexpensive cost and availability of the process [17-20]. Viability 
and stability of probiotics are a technological challenge because the probiotics bacteria are 
susceptible to high temperature during the spray-drying process [21]. A prerequisite for probiotic 
products is that a sufficiently large number (at least 107 CFU/g or mL) of viable probiotic bacteria 
survive in the final product at the time of consumption [22, 23]. In addition, it is important that the 
probiotic should maintain its properties after spray-drying in order to give the health beneficial 
effect to the host [24]. Spray-drying does not affect bacteriocin production of L. salivarius UCC 118 
[25]. Also, spray-dried L. plantarum 83114 and L. kefir 8321 do not lose their capacity to adhere to 
Caco-2/TC-7 cells [26]. L. plantarum CFR 2191 was found to retain its acid-tolerance property up 
to 95% in the cell suspensions spray-dried with maltodextrin. However, a significant loss of viable 
cells was observed in the case of Pediococcusacidilactici CFR 2193 spray-dried with non-fat 
skimmed milk [27]. 

Soya bean, sesame and Job’s-tears were found to enhance the viability of L. plantarum 
TISTR 2075 during exposure to simulated gastrointestinal tract conditions [28].  In the present 
study the ability of L. plantarum TISTR 2075 to use the sesame-supplemented extracts of soya bean 
and Job’s-tears as substrate is investigated. The effect of glucose is also studied in order to obtain a 
high cell density. Furthermore, the effects of spray-drying on cell survival with emphasis on 
retention of probiotic properties, viz. gastrointestinal tract tolerance and pathogenic inhibition, are 
evaluated.    
 
MATERIALS AND METHODS 
 
Bacterial Strain and Preparation of Culture 
 

L. plantarum TISTR 2075 isolated from fermented vegetables was obtained from 
Microbiological Resource Centre, Thailand Institute of Scientific and Technological Research 
(TISTR). The strain was preserved in de Man, Rogosa, Sharpe (MRS) broth (Merck, Germany) with 
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20% (v/v) glycerol at -20C. The strain was subcultured twice in MRS broth by incubating at 37C 
for 24 hr under microaerobic-static condition and then used as inoculum [29]. 

E. coli O157:H7 DMST 12743 and S. typhimurium ATCC 13311 were purchased from 
Department of Medical Science, Ministry of Public Health. These strains were grown in tryptic soya 
broth (Difco Laboratories, USA) supplemented with 0.6% yeast extract (Difco Laboratories, USA) 
at 37C. Both strains were subcultured twice by incubating at 37C for 24 hr under microaerobic-
static condition and then used as indicator strains. 
 
Preparation and Fermentation of Cereal Extracts 
 

Cereal extracts were prepared as described by Wang et al. [30]. Dried soya bean and Job’s-
tears (Thai Cereals World Co., Bangkok) were washed and soaked in distilled water for 5 hr, then 
mixed with distilled water (cereal:water = 1:10 w/v) and sesame (Thai Cereals World Co., 
Bangkok) at 0%, 1% or 2% w/v. The mixture was comminuted in a blender for 3 min. and the 
resultant slurry was filtered twice through double-layered cheesecloth to yield the cereal extract 
(filtrate). Each of the extracts was dispensed into a container, added with glucose solution to make 
1, 5, 10, 15 and 20% w/v concentrations and sterilised by heating at 121C for 15 min. The sterile 
cereal extract was inoculated with an overnight culture of 1 L. plantarum TISTR 2075 to make 1% 
concentration (initial cell number = 107 CFU/mL). Fermentation was carried out at 37C for 24 hr 
and viable cell counts were performed by the standard plate count method with MRS medium 
containing 0.5% CaCO3 as indicator for the acid-producing strain at 37C. The pH was measured 
with a pH meter. 
 
Spray-Drying of Fermented Cereal Extracts 
 

Prior to spray-drying, the overnight culture of fermented cereal extracts was mixed with 
20% w/v maltodextrin (MD) (DE = 10; Du ZhiXue, China). The suspension was then spray-dried 
with a pilot-scale spray-drier (GEA Niro A/S, Denmark) at a constant air inlet and outlet 
temperature of 130C and 70C respectively. Viable cell count was done by standard plate count.  
 
Simulated Gastrointestinal Tract Tolerance 
  

Simulated gastric juice at pH 2.0 was prepared by suspending pepsin from porcine gastric 
mucosa (P-7000, Sigma, UK) in sterile 0.5% NaCl to a final concentration of 3 g/L and adjusting to 
pH 2.0 with concentrated HCl [31]. Simulated small intestinal juice at pH 8.0 was prepared by 
suspending pancreatin USP (P-1500, Sigma, UK) in sterile 0.5% NaCl to a final concentration of 1 
g/L, adding with 0.45% bile salt (Oxoid, UK) and adjusting to pH 8.0 with sterile 0.1M NaOH [32]. 

For the determination of tolerance to simulated gastric juice and small intestinal juices, 
spray-dried powder (1 g) was suspended in 0.85% NaCl (9 mL). An aliquot of 0.2 mL of the 
suspension was transferred to a sterile tube, mixed with sterile 0.5% NaCl (0.3 mL) and blended 
with 1.0 mL of the simulated gastric juice or small intestinal juice. Viable cell counts were 
measured after 30, 60, 90 and 180 min. or after 240 min. for the simulated gastric juice or small 
intestinal juice tolerance determination respectively. 
 
Determination of Pathogenic Inhibition of Spray-Dried L. plantarum TISTR 2075 
 

Each spray-dried fermented cereal extract (1% w/v) was inoculated into MRS broth and 
cultured at 37C for 24 hr. The inhibitory activity against E. coli O157:H7 DMST 12743 and S. 
typhimurium ATCC 13311 was determined using agar well diffusion method. The overnight culture 
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(200 µL) of each of the two bacteria was mixed with 20 mL of molten tryptic soya agar 
supplemented with 0.6% yeast extract (approximately 106 CFU/mL) and poured into a sterile petri-
dish. Wells (7-mm diameter) were punched out of the solid agar with a sterile cork borer. The 
overnight culture of spray-dried L. plantarum (50 L) was inoculated into the wells and the plates 
were incubated at 37°C for 24 hr. The diameter of inhibition zones was measured. Each experiment 
was done in triplicate.  
 
Enumeration of Viable Cells 
 

The spray-dried powder (1 g) was suspended in sterile 0.85% NaCl solution (9 mL) for 1 hr 
at room temperature. Appropriate serial dilutions were prepared before pour plating onto MRS agar 
(with added 0.5% CaCO3) and incubated at 37C for 24 hr. The percentage of cell survival is 
defined as follows: survival rate (%) = (log N/log N0)  100, where N represents the number of 
viable cells (CFU/g) after exposure and N0 denotes the initial viable cell count (CFU/g) prior to 
exposure [33]. 
 
Determination of Soluble Calcium 
 

The fermented cereal extract was centrifuged at 10,000 g for 30 min. After centrifugation, 
the supernatant was collected and then filtered through a 0.2-μm membrane filter (Minisarts®, 
Satorius, Germany) before measurement of soluble calcium content by an atomic absorption 
spectrophotometer (Avanta M1, GBC Scientific Equipment, USA).  
 
Scanning Electron Microscopy 
 

The spray-dried powder was coated with sublimated 1% osmium tetroxide for 3 hr and 
kept in a desiccator for a week. The rehydrated spray-dried sample was filtered through 0.2-m 
sterile membrane filter (Minisarts, Sartorius, Germany). The sample adhered to the filter was first 
fixed with a 2.5% glutaraldehyde in sodium phosphate buffer (pH 7.2) for 12 hr. After washing 
three times with the phosphate buffer, the sample was fixed with 1% osmium tetroxide for 1 hr 
followed by washing with distilled water three times. The sample was then dehydrated by soaking 
with a graded series of ethanol (30, 50, 70, 90 and 100 %, the last being used three times) and 
drying with liquid carbon dioxide. It was then attached to a brass stub with double-sided adhesive 
tape, coated with a layer of gold and analysed using a scanning electron microscope (JMS 5600 LV, 
Jeol, Japan). 
 
Statistical Analysis 
 

Each result was expressed as mean ± S.D. The data were assessed using analysis of variance 
(ANOVA) with a level of significance at P  0.05. Significant divergences among mean values 
were determined with Duncan’s multiple range tests. All statistical analyses were performed using 
SPSS Software (IBM, USA), version 12. 

 
RESULTS AND DISCUSSION 
 
Fermentation of Cereal Extracts  
 

As shown in Tables 1 and 2, L. plantarum TISTR 2075 grows well in the extracts of soya 
milk and Job’s-tears after 24 hr of fermentation, giving viable cell numbers of 8.28 and 7.73 log 
CFU/mL respectively. Addition of 1% and 2% sesame improves the viable cell count by 0.02-0.12 
log CFU/mL in fermented soya milk extract and 0.66 log CFU/mL in fermented Job’s-tears extract. 
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However, there is no significant difference (P > 0.05) in viable cell number between 1% and 2% 
sesame. To obtain a higher cell number, different conc. of glucose (1-20%) were applied, whereby a 
slight increase in viable cell number was observed in all fermented cereal extracts. With 1% glucose 
addition, viable cell numbers of 8.76 log CFU/mL in fermented soya milk extract and 8.67 log 
CFU/mL in fermented Job’s-tears extract were achieved, which were significantly higher in 
comparison with controls. When higher glucose concentrations were applied, there was no 
significant difference (P > 0.05) in the viable cell count. Similarly, Timbuntam et al. [34] reported 
that there was no significant difference in viable cell number of Lactobacillus spp. FCP2 grown in 3 
and 13% sugarcane juice. According to Shirai et al. [35], glucose concentration of higher than 10% 
resulted in an extended lag phase during shrimp waste fermentation by Lactobacillus spp. B2. This 
is probably because a higher initial substrate concentration gives rise to an increase in the lag phase 
and a decrease in the specific growth rate due to the decrease in water activity in the system, 
promoted by a large amount of the water-binding substance [35, 36].  
 
Table 1.  Effects of glucose content on viability of L. plantarum TISTR 2075 after 24 hr 
fermentation in soya milk extracts 
 

Glucose 
concentration  

(% w/v) 

Viable cell count (log CFU/mL) 

Fermented soya milk 
Fermented soya milk  

+ 1% sesame 
Fermented soya milk 

+ 2% sesame 
0%  8.28  0.09 e 8.30  0.16 e 8.40  0.11 e 
1%  8.69  0.10 bcd 8.76  0.04 abcd 8.79  0.04 abcd 

5%  8.87  0.03 ab 8.69  0.14bcd 8.64  0.01 cd 
10%  8.95  0.04 a 8.79  0.04 abcd 8.84  0.04 abc 
15%  8.79  0.03 abcd 8.60  0.01 d 8.62  0.02 d 
20%  8.84  0.02 abc 8.61  0.04 d 8.79  0.21 abcd 

Note:  Values with different letters (a-e) are significantly different (P < 0.05) by Duncan’s multiple 
range test. 

 
Table 2.  Effect of glucose content on viability of L. plantarum TISTR 2075 after 24 hr 
fermentation in Job’s-tears extracts 
 

Glucose 
concentration  

(% w/v) 

Viable cell count (log CFU/mL) 

Fermented  
Job’s-tears extract 

Fermented  
Job’s-tears extract  

+ 1% sesame 

Fermented  
Job’s tears extract  

+ 2% sesame 
0%  7.73  0.14 g 8.39  0.13 def 8.39  0.06 def 
1% 8.33  0.06 ef 8.67  0.12 ab 8.37  0.01 def 
5%  8.23  0.04 f 8.64  0.03 abc 8.48  0.05 cde 

10%  8.35  0.05 def 8.76  0.04 a 8.52  0.08 bcde 
15%  8.37  0.01 def 8.63  0.13 abc 8.54  0.07 bcd 
20% 8.36  0.06 def 8.62  0.13 abc 8.46  0.04 cde 

Note:  Values with different letters (a-g) are significantly different (P < 0.05) by Duncan’s multiple 
range test. 
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As shown in Figure 1, with the addition of 1% glucose, a decrease in pH was observed in all 
cereal fermentations (pH < 3.34, < 3.28 and  4.4 for soya milk extract, Job’s-tears extract and 
control respectively). However, higher glucose concentrations do not seem to have any significant 
effect on pH. Increasing soluble calcium (73.02-112.0 mg/L in fermented soya milk extract and 
2.27-5.26 mg/L in Job’s-tears extract) can be clearly observed with increased addition of glucose 
(1-20%). Moreover, addition of sesame (1% and 2%) significantly improves soluble calcium 
content in the fermented cereals (67.1-145.3 mg/L in soya milk extract and 2.65-9.42 mg/L for 
Job’s-tears extract). Tang et al. [11] reported a significant increase in soluble calcium in the 
fermentation of soya milk with L. acidophilus ATCC 4962 and L. casei ASCC 290 (89.3% and 87% 
respectively). Lopez et al. [37] established the degradation of phytic acid and the production of 
lactic acid leading to greater calcium solubility in the fermentation of Leuconostoc mesenteroides 
strain 38 in whole wheat flour medium. The increase in calcium solubility is related to a lowered pH 
due to, among other mechanisms, the production of organic acids such as lactic and acetic acids [11, 
16, 37].  

Soya milk and Job’s-tears extracts supplemented with 1% sesame + 1% glucose were found 
to be suitable substrates for the growth of L. plantarum TISTR 2075 and were used as culture media 
for further study.  
 
Effects of Spray-Drying  
  
 After spray-drying, the viable cell counts of L. plantarum TISTR 2075 in spray-dried soya 
milk and Job’s-tears extract powders were 7.18 and 7.30 log CFU/g with survival rate of 79.0 and 
85.4 % respectively (Figure 2). Although the stress caused by heat and dehydration results in 
permanent loss of viability [38], a high survival rate is observed in this experiment. This is probably 
because of the protein and carbohydrate in cereal, which play an important role in protecting the 
cells [39]. Protein can stabilise cell membrane constituents, resulting in improvement of viability 
[40]. MD as carrier has the ability to retain water, stabilise enzymes and prevent cellular injuries 
during drying [20, 41, 42]. Moreover, incorporation of MD could be beneficial due to its relatively 
high glass transition values (160C) [41] and its amorphous form preventing protein unfolding 
during drying [43], and could thus result in less damage to the cells during drying at high 
temperature and desiccated condition [44]. As shown in Figure 3, the cells were found to localise 
within the microparticles after rehydration in 0.85% NaCl. According to Reddy et al. [27], L. 
plantarum CFR 2191, L. salivarius CFR 2158 and Pediococcus acidilactici CFR 2193 with 10% 
MD displayed more than 97% survival after spray-drying at 140C (inlet air) and 40C (outlet air). 
Fu and Chen [45] and Otero et al. [46] suggested that the survival rate is species-specific and 
depends on the drying method and protective agents. The survival rate of the strain in spray-dried 
Job’s-tears extract is higher than that in spray-dried soya milk extract in the present study. The 
former extract containing L. plantarum TISTR 2075 was thus selected for further study. 
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Figure 1.  Effects of glucose content on pH and soluble calcium after 24-hr fermentation of: a) soya 
milk extract and b) Job’s-tears extract. Values with different letters (a-f) in the same sesame content 
are significantly different (P < 0.05) by Duncan’s multiple range test. 
 

a) 

 
b) 
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Figure 2. Viable cell counts of L. plantarum TISTR 2075 grown in soya milk and Job’s-tears 
extracts before and after spray-drying. Survival rates of strain after spray-drying of cereal extracts 
were compared. 
* P < 0.05 (Student’s t-test, two tailed) 
 

a) 

 
 
b) 

 
 
Figure 3.  Scanning electron micrographs of spray-dried L. plantarum TISTR 2075: a) with MD 
and b) after rehydration in 0.85% NaCl 
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Probiotic Properties  
Results of simulated gastric juice tolerance of L. plantarum TISTR 2075 in spray-dried 

fermented cereal extracts are shown in Table 3. The survival rate of spray-dried strain (44.3%) is 
not significantly different (P > 0.05) from that of the free cells (46.8%) at 180 min. This is in 
agreement with the work of Reddy et al. [27], in which the acid tolerance of L. plantarum CFR 
2191 was found to remain at a significant level even after spray-drying. However, the survival rates 
of the spray-dried L. plantarum TISTR 2075 are significantly lower than those of the free cells after 
exposure for 30, 60 and 90 min. These results are in accordance with those of Miciel et al. [47], in 
which heat-injured cells are more prone to inactivation in stress environments such as 
gastrointestinal conditions and high salt.  

After exposure to the simulated small intestinal juice with 0.45% bile salt for 240 min., the 
TISTR 2075 strain exhibited a survival rate of 82.4%, which was not different from the control 
(77.5%), thus indicating that its acid and bile tolerance is not affected by the spray-drying process. 
According to Reddy et al. [27], there is no significant difference in bile tolerance between spray-
dried L. plantarum CFR 2191 and active cell. Serrazanetti et al. [48] suggested that the small 
intestinal juice tolerance of probiotic bacteria is strain dependent. 
 
Table 3.  Survival rates of spray-dried L. plantarum TISTR 2075 exposed to simulated gastric juice 
at pH 2.0  
 

Condition 
Survival rate (%  S.D.) 

Exposure time  
30 min. 60 min. 90 min. 180 min. 

After spray-drying  78.72  0.93* 68.67  0.45* 60.90  1.92* 44.33  2.01 
Control (free cell) 91.25  3.36 82.21  3.21 73.56  3.52 46.83  1.70 

 
  * P <  0.05 (Student’s t-test, two-tailed) 
 

Spray-dried L. plantarum TISTR 2075 was also found to exhibit pathogenic inhibition of 
Escherichia coli O157:H7 DMST 12743 and Salmonella typhimurium ATCC 13311, with inhibition 
zones of 12.6  0.3 and 14.4  0.4 mm respectively. These results were not significant different (P > 
0.05) from the inhibition zones of the free cell, which were 12.2  0.2 mm. and 14.3 ± 0.2 mm. 
respectively, again indicating that the pathogenic inhibition of L. plantarum TISTR 2075 is not 
affected by the spray-drying process. This agrees with the work of Gardiner et al. [25], in which 
spray-dried L. salivarius UCC 118 was found to retain its pathogenic inhibition of Bacillus 
coagulans. According to Silva et al. [24], spray-dried L. sakei CTC 494 and L. salivarius CTC 2197  
were observed to retain the bacteriocinogenic activity against Listeria innocua, L. monocytogenes 
and Staphylococcus aureus.  
 
CONCLUSIONS 
 

Soya milk and Job’s-tears extracts supplemented with sesame can be used as culture media 
for the growth of Lactobacillus plantarum TISTR 2075, giving a viable cell number above 8.6 log 
CFU/mL. A significant increase in calcium solubility was also observed after fermentation of the 
cereal extracts supplemented with 1% glucose and 1% sesame. After spray-drying, high numbers of 
viable cells (7.30 log CFU/g in Job’s-tears extract powder and 7.18 log CFU/g in soya milk powder) 
could be achieved and their functional probiotic properties, viz. pathogenic inhibition of foodborne 
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pathogens and tolerance to simulated gastrointestinal tract conditions were not affected. These 
findings make possible the development of new functional cereal beverages containing probiotics.  
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INTRODUCTION 
 

Throughout this paper we use the following notation: 
( , )R    ,   0 [0, )R      and   (0, )R   . 

The following definitions are well known in the literature.  
Definition 1.    function :f I R R   is  said  to  be convex  on I  if 

 (1 ) ( ) (1 ) ( )f x y f x f y         

holds  for  all ,x y I  and [0,1] . 
 
Definition 2.   function :f I R R   is said to be logarithmically convex if 

  1(1 ) [ ( )] [ ( )]f x y f x f y       
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holds  for  all ,x y I  and [0,1] . 
 
Definition 3 [1].    function 0:f I R R   is  said  to  be P-convex  if 

 (1 ) ( ) ( )f x y f x f y      

holds  for  all ,x y I  and [0,1] . 
Definition 4 [1].    function 0:f I R R   is  said  to  be  quasi-convex  if 

   (1 ) max ( ), ( )f x y f x f y     

holds  for  all ,x y I  and [0,1] . 
 
Definition 5 [2].  For : [0, ]f b R  and (0,1]m , if 

 (1 ) ( ) (1 ) ( )f tx m t y tf x m t f y      

is valid for all , [0, ]x y b  and [0,1]t , then we say that ( )f x  is an m -convex function  on [0, ]b . 
 
Definition 6 [3].  For : [0, ]f b R  and 2( , ) (0,1]m  , if 

 (1 ) ( ) (1 ) ( )f tx m t y t f x m t f y       

is valid for all , [0, ]x y b  and [0,1]t , then we say that ( )f x  is an ( , )m -convex function on 
[0, ]b . 
 
Definition 7 [4].  Let (0,1]s .   function 0 0: [ , ]f a b R R   is said to be s -convex (in the 
second sense) if 

 (1 ) ( ) (1 ) ( )s sf x y f x f y         

holds  for  all ,x y I  and [0,1] . 
 
Definition 8 [5].   function : [ , ]f a b R  is said to be strongly convex with modulus 0c   if 

  2(1 ) ( ) (1 ) ( ) (1 )( )f tx t y tf x t f y ct t x y         

is valid for all , [ , ]x y a b  and [0,1]t . 
 
Definition 9 [6].   function :f I R R  is said to be strongly logarithmically convex with  
modulus 0c   if 
                                1 2(1 ) [ ( )] [ ( )] (1 )( )t tf tx t y f x f y ct t x y       

holds for  all ,x y I  and [0,1]t . 
 
Remark 1.  If a function :f I R R   is strongly logarithmically convex, then it is also a 
strongly  convex  function, and so it is integrable on I .  
Remark 2.  For all [0,1]x  and 10 c e  , it is easy to obtain that 1 xcx e  . For all , [0,1]x y  
and 

10 c e  , we acquire 

2 2 2

2 2

2
[ (1 ) ] [ (1 ) ] 2

(1 )

(1 )( )1 (1 )( ) 1tx t y tx t y
tx t y

ct t x ye ct t x y
e

    
 

 
       

for all [0,1]t . As a result, when 10 c e  , the function
2

( ) xf x e is a strongly logarithmically 
convex functions on [0,1] . 

In recent decades, a number of inequalities of Hermite-Hadamard type for different kinds of 
convex functions have been established. Some of them may be reformulated as follows. 
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Theorem 1 [1].  Let 0:f I R R o  be a P-convex mapping on I , ,a b I  with a b , and 
([ , ])f L a b . Then 

1 ( )d ( ) ( )
b

a
f x x f a f b

b a
 

  . 
 
Theorem 2 [7].  Let 0, : [ , ]f g a b R  be a convex functions on [ , ]a b R with a b . Then 

1 1 1( ) ( )d ( , ) ( , )
3 6

b

a
f x g x x M a b N a b

b a
 

  , 

where                                     
( , ) ( ) ( ) ( ) ( )M a b f a g a f b g b                                                       (1) 

and                                         
( , ) ( ) ( ) ( ) ( )N a b f a g b f b g a  .                                                    (2) 

 
Theorem 3 [8].  Let 0, : [ , ]f g a b R  and ([ , ])fg L a b  with 0 a b    . If f  is convex and 
nonnegative on [ , ]a b  and g  is s -convex on [ , ]a b  for some fixed (0,1]s , then  
                                        1 1 1( ) ( ) ( , ) ( , )

2 ( 1)( 2)
b

a
f x g x dx M a b N a b

b a s s s
 

    , 

where ( , )M a b  and ( , )N a b  are defined  by (1) and (2). 
 

In recent years, some inequalities of Hermite-Hadamard type for other kinds of convex 
functions were established [9, 10, 11, 12, 13, 14, 15, 16, and closely related references therein]. It 
was reported that some kinds of Hermite-Hadamard type inequalities have applications in statistics 
and other mathematical sciences [17]. The goal of this paper is to establish some new integral 
inequalities of Hermite-Hadamard type for the product of strongly logarithmically convex functions 
and other convex functions such as P-convex, quasi-convex, m-convex, ( , )m -convex and s-
convex functions. 
 
INTEGRAL INEQUALITIES OF HERMITE-HADAMARD TYPE 
 

Now we start out to establish some new integral inequalities of Hermite-Hadamard type for the 
product of strongly logarithmically convex functions and other convex functions.     
Theorem 4. For a b     , let , : [ , ]f g a b R . If f  and qg  are strongly logarithmically 
convex functions on [ , ]a b  with modulus 0c   for 1q  , then 
 

      
1 121 ( ) ( ) ( ) ( )( ) ( )d ( ) ( ) ( )

( ) 6 ( ) ( )

q q
b q

a

f a c b a f a g af x g x x f b G f b g b G
b a f b f b g b

                        
  

                                        

1
2 4

2 ( ) ( ) ( )( ) ( ) ( )
( ) ( ) 30

q
q

qf a g a c b ac b a f b F g b F
f b g b

                         
, 

where 

          
1, 1,

( ) 1 , 1
ln

u
G u u u

u


 



    and  
3

1 , 1,
6( )
( 1) ln 2( 1) , 1.

(ln )

u
F u u u u u

u

      


                       (3) 
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Proof.  Taking (1 )x ta t b    for [0,1]t , ( )
( )f

f av
f b

  and ( ) ( )
( ) ( )

q
f a g au
f b g b

 
  

 
, and using Hölder's 

inequality and the strongly logarithmic convexity of the functions f  and qg , the following is  
figured out: 
 

        
   

1

0

1 ( ) ( )d (1 ) (1 ) d
b

a
f x g x x f ta t b g ta t b t

b a
    

    

     
     

1 1 11 1

0 0
(1 ) d (1 ) (1 ) d

q q
qf ta t b t f ta t b g ta t b t



                  

     
 1 11 1 2

0
( ) ( ) (1 )( ) d

q
t tf a f b ct t b a t


       

          11 1 2 (1 ) 2

0
( ) ( ) (1 )( ) ( ) ( ) (1 )( ) d

q
t t qt q tf a f b ct t b a g a g b ct t b a t               

      
1 11 1 12

0 0 0
( ) ( ) (1 )d ( ) ( ) d

q
t q t

ff b v dt c b a t t t f b g b u t


          

  
11 12 1 (1 ) 2 4 2 2

0 0
( ) ( ) ( ) ( ) ( ) (1 )d ( ) (1 ) d

q
t t qt q tc b a f a f b g a g b t t t c b a t t t            

1 1 12 2 4
2( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

6 30

q q
q q q

f f g
c b a c b af b G v f b g b G u c b a f b F v g b F v


              
   

. 

Theorem 4 is thus proved.  
Corollary 1.  Under the conditions of Theorem 4, 

1) when 0c  , we have  

1 1 11 ( ) ( ) ( )( ) ( )d ( ) ( )
( ) ( ) ( )

q
b q q

a

f a f a g af x g x x f b g b G G
b a f b f b g b


    

           
 ; 

2) when 0c   and 1q  , we have 
1 ( ) ( )( ) ( )d ( ) ( )

( ) ( )
b

a

f a g af x g x x f b g b G
b a f b g b

 
    

 . 
 
Theorem 5.  For 0,a b R  with a b , let , : [ , ]f g a b R . If f  is an s -convex function on [ , ]a b  
for some (0,1]s  and qg  is a strongly logarithmically convex function on [ , ]a b  with modulus 

0c   for 1q  , then 
1 11 ( ) ( ) ( ) ( ) ( )( ) ( )d ( )

1 2 1

q q q qb

a

f a f b g a g b g bf x g x x f a
b a s s s

             
  

                                                      
12( ) ( ) ( ) ( )( ) ( ) ( )

( 1)( 2) 1 ( 2)( 3)

qq q qg a g b g b c b af b f a f b
s s s s s

               
. 

 
Proof.  Employing the conditions that f  is s -convex and qg  is strongly logarithmically convex on 

[ , ]a b , let (1 )x ta t b    for [0,1]t  and ( )
( )

q
g au
g b

 
  
 

. Then making use of Hölder's  inequality  

the following is generated: 
 

   
1

0

1 ( ) ( )d (1 ) (1 ) d
b

a
f x g x x f ta t b g ta t b t

b a
    

    
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                                          
1 1 11 1

0 0
(1 ) d (1 ) (1 ) d

q q
qf ta t b t f ta t b g ta t b t



                  

                                       1 11 1 (1 )

0 0
( ) (1 ) ( ) d ( ) (1 ) ( ) ( ) ( )

q
s s s s qt q tt f a t f b t t f a t f b g a g b


               

12(1 )( ) d
q

ct t b a t     

                                      
1 1

1

0

1 [ ( ) ( )] ( ) ( ) (1 ) ( ) d
1

q
q s t s tf a f b g b t u f a t u f b t

s


            

                                             
12( ) [ ( ) ( )]

( 2)( 3)

q
c b a f a f b

s s


  
  

. 

Since ( 1) 1tu u t    for  all  0 1t  , we obtain 
1 1

0 0

1 1d [( 1) 1]d
2 1

s t s ut u t t u t t
s s
    
    

and 
1 1

0 0

1 1(1 ) d (1 ) [( 1) 1]d
( 1)( 2) 1

s t s ut u t t u t t
s s s


      

    . 

Accordingly, 

       
1 1

1

0

1 ( ) ( )( ) ( )d ( ) ( ) (1 ) ( ) d
1

q
b q s t s t

a

f a f bf x g x x g b t u f a t u f b t
b a s

            

                                                    
12( ) [ ( ) ( )]

( 2)( 3)

q
c b a f a f b

s s


  
  

 

                                         
1 1( ) ( ) 1 1( ) ( )

1 2 1

q
qf a f b ug b f a

s s s

               
 

                                                  
1

21 1 ( )( ) [ ( ) ( )]
( 1)( 2) 1 ( 2)( 3)

q
u c b af b f a f b

s s s s s
               

 

                                       
1 1( ) ( ) ( ) ( ) ( ) ( )

1 2 1

q q q qf a f b g a g b g b f a
s s s

            
 

                                                
12( ) ( ) ( ) ( )( ) [ ( ) ( )]

( 1)( 2) 1 ( 2)( 3)

qq q qg a g b g b c b af b f a f b
s s s s s

               
. 

The  proof  of  Theorem 5  is  thus complete.  
Corollary 2.  Under the conditions  of  Theorem 5, 
     1)  if  0c  , then 

           

1 1

1

1 [ ( ) ( )]( ) ( )d
( 1)( 2)

qb

qa

f a f bf x g x x
b a s s




  
 

                                               
1[( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( 1) ( ) ( )]q q q q qs f a g a f a g b f b g a s f b g b      ;

 
     2)  if 0c   and 1q  , we have 

1 ( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( 1) ( ) ( )( ) ( )d
( 1)( 2)

b

a

s f a g a f a g b f b g a s f b g bf x g x x
b a s s

    


   ; 

3)  if 0c  , 1q   and 1s  , then 
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1 2 ( ) ( ) ( ) ( ) ( ) ( ) 2 ( ) ( )( ) ( )d
6

b

a

f a g a f a g b f b g a f b g bf x g x x
b a

  


  . 
 
Theorem 6.  For 0,a b R with a b , let 0, :f g R R . If f  is an ( , )m -convex function on 
[0, / ]b m  for 2( , ) (0,1]m   and qg  is a strongly logarithmically convex function on [ , ]a b  with 
modulus 0c   for 1q  , then  

1 1
1 1 ( ) ( ) ( )( ) ( )d ( ) ( )

1 2 1

q q q qb

a

b g a g b g bf x g x x f a m f f a
b a m


  


                      

  

                                         ( )3 (1 ) ( )
2( 1)( 2) ( )

q
qg a bm f g b

g b m
  

 

                     
 

                                                     
12( ) ( 5)( )

( 2)( 3) 6

q
c b a m bf a f

m
 

 
           

. 

Proof.  Let (1 )x ta t b    for [0,1]t  and ( )
( )

q
g au
g b

 
  
 

. By making use of the ( , )m -convexity 

of f  and the strongly logarithmic convexity of qg , and applying Hölder's inequality, the following 
is brought out:  

   
1

0

1 ( ) ( )d (1 ) (1 ) d
b

a
f x g x x f ta t b g ta t b t

b a
    

    

                       
1 1 11 1

0 0
(1 ) d (1 ) (1 ) d

q q
qf ta t b t f ta t b g ta t b t



                  

                  
1 1

1

0
( ) (1 ) d

q
bt f a m t f t
m

 


           
  

                        
1

1 (1 ) 2

0
( ) (1 ) ( ) ( ) (1 )( ) d

q
qt q tbt f a m t f g a g b ct t b a t

m
                    

  


1 1

1

0

1 ( ) ( ) ( ) (1 )
1

q
q tb bf a m f g b t f a m t f u dt

m m
 




                         

  

12( ) ( 5)( ) ( ) .
( 2)( 3) 6

q
c b a m bf a f

m
 

 
        

 
 
By virtue of the inequality ( 1) 1tu u t    for  all 0 1t  , we have  

1 1

0 0
( ) ( ) (1 ) d ( ) ( ) (1 ) [( 1) 1]dq t qb bg b t f a m t f u t g b t f a m t f u t t

m m
                                       

1 1 (3 )( ) ( )
2 1 2( 1)( 2)

q u u u bg b f a m f
m

  
   

                       
 

                                      ( ) ( ) ( ) (3 )( ) ( ).
2 1 2( 1)( 2)

q q q
qg a g b g b u u bf a m f g b

m
  

   
                      

 

Theorem 6 is thus proved.  
Corollary 3.  Under the conditions of Theorem 6,  

1) when 0c  , we have 
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1 1

1 1
1 1( ) ( )d ( )

2 ( 1)( 2)

q
b

q qa

bf x g x x f a mf
b a m


 


              

1

2[( 1) ( ) ( )] ( ) [( 3) ( ) ( 1) ( )]
q

q q q q bg a g b f a m g b g a f
m

             
  

; 
 

2)  when 0c   and 1q  , we have  
1 2[( 1) ( ) ( )] ( ) [( 3) ( ) ( 1) ( )] ( / )( ) ( )d

2( 1)( 2)
b

a

g a g b f a m g b g a f b mf x g x x
b a

   
 

     


    ; 
 

3) when 0c  , 1q   and 1m  , we have  
1 2[( 1) ( ) ( )] ( ) [( 3) ( ) ( 1) ( )] ( )( ) ( )d

2( 1)( 2)
b

a

g a g b f a g b g a f bf x g x x
b a

   
 

     


   ; 
 

4) when 0c  , 1q   and 1m   , we have  
              1 [2 ( ) ( )] ( ) [2 ( ) ( )] ( )( ) ( )d

6
b

a

g a g b f a g b g a f bf x g x x
b a

  
  . 

 
Theorem 7.  For ,a b R  with a b , let , :f g R R . If f  is a P-convex function on [ , ]a b  and 

qg  is a logarithmically convex function  on [ , ]a b  for 1q  , then  
1

21 ( ) ( )( ) ( )d [ ( ) ( )] ( )
( ) 6

qq
b q

a

g a c b af x g x x f a f b g b G
b a g b

    
           

 , 

where ( )G u  is defined  by  (3). 

Proof.  Taking (1 )x ta t b    for  0,1t  and denoting ( )
( )

q
g au
g b

 
  
 

lead to 

   
1

0

1 ( ) ( ) d (1 ) (1 ) d
b

a
f x g x x f ta t b g ta t b t

b a
    

    

                                   
1 1 11 1

0 0
(1 ) d (1 ) (1 ) d

q q
qf ta t b t f ta t b g ta t b t



                  

 111 1 (1 ) 2

0
[ ( ) ( )] [ ( ) ( )][ ( ) ( ) (1 )( ) ]d

q
q qt q tf a f b f a f b g a g b ct t b a t                   

121

0

( )[ ( ) ( )] ( )
6

q
q t c b af a f b g b u dt

 
   

 
  

12( )[ ( ) ( )] ( ) ( )
6

q
q c b af a f b g b G u

 
   

 
. 

Theorem 7  is  thus  proved.  
Corollary 4.  Under the conditions of  Theorem 7, 

1) when 0c  , we have 

                          11 ( )( ) ( ) [ ( ) ( )] ( )
( )

q
b q

a

g af x g x dx f a f b g b G
b a g b

  
        

 ; 

2) when 0c   and 1q  , we have  
1 ( )( ) ( ) [ ( ) ( )] ( )

( )
b

a

g af x g x dx f a f b g b G
b a g b

 
     

 . 
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Theorem 8.  For ,a b R  with a b , let , :f g R R . If f  is a quasi-convex function on [ , ]a b  
and qg  is a logarithmically convex function on [ , ]a b  for 1q  , then 

 
1

21 ( ) ( )( ) ( ) max ( ), ( ) ( )
( ) 6

qq
b q

a

g a c b af x g x dx f a f b g b G
b a g b

              
 , 

where ( )G u  is defined  by  (3). 

Proof.  Let (1 )x ta t b    for  0,1t  and ( )
( )

q
g au
g b

 
  
 

. 
 
This gives 

              
   

1

0

1 ( ) ( )d (1 ) (1 ) d
b

a
f x g x x f ta t b g ta t b t

b a
    

    

                 
1 1 11 1

0 0
(1 ) d (1 ) (1 ) d

q q
qf ta t b t f ta t b g ta t b t


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   
111 1 (1 ) 2

0
[max ( ), ( ) ] max ( ), ( ) [ ( ) ( ) (1 )( ) ]d

q
q qt q tf a f b f a f b g a g b ct t b a t         

             
 

12( )max ( ), ( ) ( ) ( )
6

q
q c b af a f b g b G u

 
  

 
.
 

Theorem 8 is thus proved.  
Corollary 5.  Under conditions of Theorem 8,  

1) when 0c  , we have 

  11 ( )( ) ( )d max ( ), ( ) ( )
( )

q
b q

a

g af x g x x f a f b g b G
b a g b

  
       

 ; 

2) when 0c   and 1q  , 

        
 1 ( )( ) ( )d max ( ), ( ) ( )

( )
b

a

g af x g x x f a f b g b G
b a g b

 
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 . 
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Abstract:  Automated farming robots can help address the labour shortage issue in the 
agricultural sector. In this paper, a automated direct rice seeding robot is introduced. The 
machine is capable of controlling the number of rice seeds per dropping point as well as the 
distance between the dropping points, as well as navigating automatically in the paddy field. 
In a field test an accuracy of 92% for the number of seeds dropped and only an error of 
about 5 centimetres in the dropping location were achieved. 

 
Keywords:  direct rice seeding, agricultural machinery, robotics, rice seeding robot,              
embedded systems 

 
 
INTRODUCTION 
 

Rice is one of the most important economic crops in Asia. In the past rice farming required 
intensive human labour. However, workers throughout the region have been moving to work for 
higher-paying industrial jobs, leading to labour shortages in the agricultural sector. With the 
technology advancement, more tools have been introduced to the farmers. These tools can help 
address this labour-shortage problem and at the same time improve farming efficiency. Nishimura 
et al. [1] introduced a precision-drill seeder for the direct sowing of rice in flooded paddy fields. 
They used an 8-row seeder mounted on a vehicle. Their machine had two parts: the first part was 
the seeding part and the second part was the fertilising part. The system was operated manually. 
Nagasaka et al. [2] proposed an automated rice transplanter with a real-time kinematic global 
positioning system (RTKGPS) and a fibre optic gyro. Their objective was to develop an automated 
system for a precise operation on paddy fields. They used the RTKGPS to locate the position and 
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the fibre optic gyro sensor to measure the direction and inclination of the robot. The vehicle could 
move in a straight line automatically and the deviation from the desired straight path was less than 
10 cm. Nagasaka et al. [3] introduced a high-precision automated, unmanned rice transplanter. The 
system was operated using a RTKGPS with 2-cm precision at 10Hz. They used a simple 
proportional controller for steering control. The transplanter was guided by a global positioning 
system (GPS) with a maximum deviation of 12 cm from the desired straight path and a root mean 
square (RMS) deviation of 5.5 cm. However, the drawback of the RTKGPS is that it requires the 
setting up of a base station prior to operating the system. Hence it is not practical for actual farming. 
Yoshinaga [4] developed a hill seeder and improved the lodging resistance of hill-seeded rice in 
Japan. He developed the seeder that effectively drives seeds intermittently into the puddled soil and 
enabled the establishment of several kinds of plants on a hill. 

Apart from rice farming, there are other kinds of crop farming that have incorporated  the 
technology for efficiency improvement. Chaorakam et al. [5] performed a field evaluation of slot 
openers for minimum tillage, which may help retain soil moisture, reduce time requirement and 
save fuel consumption for soil preparation. Noguchi and Barawid [6] introduced a farming robot 
which uses low-cost navigation and a real-time monitoring system. The navigation system uses a 
Hemisphere GPS, which is an inexpensive sensor in place of the inertial measurement unit (IMU). 
It provides minimum errors both in lateral and heading deviations. They also used an inexpensive 
GPS sensor instead of the RTKGPS and IMU sensors. With those inexpensive sensors, the robot 
could follow the navigation map with good accuracy, although it was less accurate than the robot 
with more expensive systems (RTKGPS and IMU). They used a laser scanning system to detect 
objects in the farm but this sensor is expensive. They also introduced a real time monitoring system 
to observe the status of each robot. 

As a larger proportion of the labour force is moving to higher-paying jobs in manufacturing 
industries in the cities or suburban areas, a labour shortage in the agricultural sector in most 
developing countries becomes more severe and the introduction of agricultural machinery becomes 
increasingly important. Examples of rice farming machinery include rice harvesters and rice 
transplanters. However, labour is still needed for most part of rice farming even with rice 
transplanters. Here we introduce an automated direct rice seeding robot which is capable of 
controlling the number of rice seeds per dropping point as well as the distance between the 
dropping points, and navigates automatically in the paddy field. We propose a novel mechanic 
design and a mathematical model for the dynamic control of a three-wheel robot in the paddy field. 
Most existing agricultural machines are based on a four-wheel system. The advantage of a three-
wheel robot over a four-wheel one is the ease of steering control for making turns. We apply the 
extended Kalman filter (EKF) algorithm for sensor fusion to an accurate tracking of our robot 
system and provide proportional-integral-derivative (PID)-based and proportional-derivative (PD)-
based control systems for driving control and steering control respectively.  
 
MATERIALS AND METHODS  
 
Rice Seeding System 
 

The rice seeding system [7] used in this study consists of two subsystems: the rice seed 
container as shown in Figure 1 and the ground vehicle as shown in Figure 2. The top of the rice 
seed container is a tray partitioned by flat aluminum bars into 50 x 49 cells (50 rows x 49 columns), 
each of size 1 x 1 cm2, for containing seeds before planting. A plastic plate is placed under the 
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aluminum bars for keeping the seeds in the tray. A stepper motor is used to drive a ball screw which 
pulls the plastic plate. Each time the plate is pulled, it opens one row (49 cells) of the tray to drop 
49 seeds (if one cell contains one seed) to the slot box. The seeds then fall to the ground through 49 
small PVC pipes arranged in a 7 x 7 grid as shown in Figure 2(c). The seeding system is designed 
so that more trays can be added on the top to carry more rice seeds. The ground vehicle carries the 
rice seed container on the top and drops the seeds when it reaches the seed dropping location. The 
vehicle has three wheels: two rear wheels for driving the robot and one front wheel for controlling 
the direction. The front wheel is a standard bicycle wheel and the rear wheels are cartwheels. The 
advantage of a three-wheel robot over one with four wheels is the ease of steering control. To 
ensure that the vehicle is strong enough for a rough terrain, the main structure is made from steel 
bars. The rice seeding system is attached to the support frame which is made from aluminum to 
minimise the total weight. For each driven wheel, a 500W DC motor is used for robot mobilisation. 
An incremental encoder (wheel encoder) is attached at the end of each motor to measure the 
velocity of each wheel. A 36W DC motor is used to drive the front wheel for steering control. An 
encoder (heading encoder) is also attached to its shaft for measuring the steering angle. Table 1 
provides the detailed information of the robot. 

 
 
  
 
  
 
 

 
 

Figure 1.  Rice seed container: (a) tray for containing rice seeds; (b) slot box 
 
 
 
 
 
 

  
 
 
 
 
 
 
 
Figure 2.  Ground vehicle: (a) frame in solid work; (b) real robot; (c) PVC pipe end arrangement 
 
 

 
                          

(c) (a) (b) 

(a) (b) 
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                         Table 1. Three-wheel robot information 
 

Item Detail 
Width x length x height 1.4 x 2.25 x 1.2 m 
Rear-wheel diameter 66 cm 
Front-wheel diameter 58 cm 
Motor 500W DC 
Weight 90 kg 
Power source battery 

 

Since it is possible that on a rough surface in the field a slip may occur at a rear wheel and 
cause a measurement error, a small additional wheel with an encoder is added to the vehicle as 
shown in Figure 3(a) to measure the robot’s travel distance instead of solely relying on the 
information from the two rear wheels. A compass and a GPS as shown in Figure 3(b) are also used 
in this robot for localising and path tracking purposes.  
 

 
 
 
 
 
 
 
 

 
Figure 3. Motion control devices: (a) additional wheel with encoder; (b) IMU and GPS 
 
Automated Control System 
 
 The EKF algorithm is adopted to estimate the current position and predict the next position 
of the robot. The steering control of the front wheel motor is used to track the robot angle along the 
desired path. The system has three types of sensor: GPS, compass and wheel encoder. The sensor 
fusion is used for high-accuracy location estimation with respect to the orientation to true north and  
travel distance of the robot. We did not use a differential GPS such as RTKGPS because it requires 
setting up a base station which is not practical for Thai farming. The coordinate system of the rice 
planting robot is shown in Figure 4. A negative value of δ means the front wheel is turned towards 
the left side of the steered wheel axle and a positive δ, the right side. The system state consists of 
the robot’s position in the X-axis and Y-axis (x, y) and the orientation () of the robot with respect 
to the X-axis;  = 0 represents the inclination along the north direction. At system time, the system 
state is denoted by 

,    
where  is the transpose of matrix A. 
 
 
 
 

(a) (b) 
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         Figure 4.  Robot model (x,y = robot position, d = travel distance, L = vehicle length, δ = 
         steering angle,  = robot orientation)   

 
The motion model in this invention is based on odometry. The input of the motion model at 

system time t , , is given by 
 

 

where the travel distance of the robot, , is collected from the wheel encoders, and the steering 
angle  comes from the heading encoder. We use the Ackerman model [8] in discrete time for our 
motion model. The equation for the model is  

  ,  
where the process noise  is a zero-mean white Gaussian noise. In general, the process noise 
covariance is difficult to estimate because we do not directly observe the process noise. However, it 
can be obtained by tuning [9]. The measurement output  is the position on the X-axis and Y-axis 
obtained from the GPS sensor and it is assumed [10] that  

Yt=Xt+Wt  
where the measurement noise  is assumed to be a Gaussian noise with zero mean.  

There are two subsystems for path tracking in our rice planting robot. The first is the 
heading control system for controlling the heading of the robot towards the waypoint, and the 
second is the velocity control system for stopping or moving the robot at a constant speed. The 
block diagram of the heading control system (Figure 5) is a multi-loop system in which the outer 
loop is for adjusting the vehicle’s direction and the inner loop, the front wheel. For the outer loop, 
the system obtains the current position  from the localisation method. The input of this 
system is the desired yaw angle, , which is obtained from the trigonometric function. The 
system obtains the current yaw angle, , from the localisation method and calculates the error 
between the desired and the current yaw angles or . The desired steering angle is proportional 
to , with proportional gain . The feed forward gain of the heading control loop for the curve 
line is , whereas it is zero for straight line. The vehicle speed control diagram is shown in Figure 
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6. The pulse width modulation (PWM) is used for controlling the speed of the motor of the rear 
wheels. The PID controller is used for this system and its equation is: 

 

  
where Kp, Ki   and  Kd  are gains. 

  

 
Figure 5.  Heading control loop 

 
 

Ki* e(s)ds

KP*e(t)

Kd*de(t)/dt

Motore(t) 
velocitydesired

velocity(encoder)

+
+-

+ + PWM

 
 

Figure 6.  Velocity control system 
 
 
RESULTS AND DISCUSSION 
 
Simulation Results on Localisation Based on EKF 
 

We tested the performance of the EKF-based localisation using simulation in Matlab. In the 
simulation we set the length of the vehicle to 1.4 m., the travel distance d to 2 m and the steering 
angle to 0.07 rad. The covariance matrices of the process noise  and measurement noise  
were assumed to be diagonal. The diagonal entries of  were ,  and , and those of 

 were , and . The position of the vehicle was simulated based on the process 
equation. The position was updated and plotted as the true path every 0.1 second, which was a 
circular path. The measured path was obtained from the true path plus the measurement noise . 
The model path was calculated from the dynamics of the robot assuming the process noise was 
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zero, and the EKF path was calculated using the EKF algorithm. The results are shown in Figure 7, 
where the positions of the EKF path are closer to the true path than are those of the measured and 
model paths. A comparison between the measured, EKF and model path errors in the X-axis and Y-
axis shows that the EKF path error is the smallest.  
 
 
 
 
 
 
 
 
 
 
 
 
                                                     
                                                                                (a) 
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Figure 7.  Simulation results: (a) path simulation; (b) position errors in X-axis; (c) position errors in 
Y-axis 
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Seeding System’s Accuracy and Field Test 
 

We tested the accuracy of the rice seeding system in terms of the number of seeds dropped 
by dropping 49 seeds per round for ten rounds. The robot was tested without moving. Figure 8 
shows the numbers of seeds dropped from the ten rounds, which varied between 41-47 seeds. The 
average seeding accuracy of the system was 91%.  

In the field test the mobile robot was tested on a rough paddy field with an area of about one 
rai (1,600 m2). The target path for the robot is shown in Figure 9. Position A was the starting 
position. The robot first moved from position A to position B. Then it made a U-turn and moved to 
position C and so on, completing a total of four rows along the target path. It stopped every 1.6 
metres to drop the rice seeds, making 12 stops along each row. At each stop, the robot dropped 49 
seeds (one seed per dropping point). Figure 10 shows the robot moving on the paddy field. In Table 
2 the average seed-dropping distances from one side of the field (such as positon A-B in Figure 9) 
are compared with the target distances. The average error is about 5 cm. Table 3 shows the average 
number of seeds dropped per dropping location (expected number = 49), with an average error of 
about 4 seeds or 92% accuracy. Note that the results for each location in Tables 2 and 3 are reported 
using the averages across the four rows along the path. 

 

             
                    Figure 8.  Result of seeding accuracy test               Figure 9.  Target path for robot 

 
 

  
       Figure 10.  Experiment in paddy field: white flags represent actual seed dropping locations, 
       highlighted with yellow circles to increase visibility. 
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Table 2.  Average seed-dropping distances from field trial 
 

Location 1 2 3 4 5 6 7 8 9 10 11 12 
Average 

(m) 
0 1.55 3.14 4.76 6.37 8.01 9.62 11.22 12.84 14.47 16.19 17.68 

Target (m) 0 1.60 3.20 4.80 6.40 8.00 9.60 11.20 12.80 14.40 16.00 17.60 
Error (m) 0 0.05 0.06 0.04 0.03 0.01 0.02 0.02 0.04 0.07 0.19 0.08 

 

Table 3. Average number of dropped seeds from field trial 
 

Location 1 2 3 4 5 6 7 8 9 10 11 12 
Average 
(seeds) 

46 43 47 44 46 46 47 45 44 41 46 46 

Error 
(seeds) 

3 6 2 5 3 3 2 4 5 8 3 3 

 

Comparison with Tractor Seeder 
 

A comparison of performance between our three-wheel robot seeder and the traditional 
tractor seeder [11] is shown in Table 4. The former has a lower (hence better) seeding rate and 
higher seeding efficiency, but the drawbacks of the three-wheel robot are the high cost and the long 
working time. Note that the working time is the total time spent to complete one rai. The three-
wheel robot runs automatically whereas the traditional tractor seeder is controlled manually.  
 
Table 4.  Comparative performance between three-wheel robot and the traditional tractor seeder 
 

Seeder performance Three-wheel seeding robot Traditional tractor seeder 
Seeding rate 3kg/rai 14 kg/rai 
Seeder cost 100,000 Baht (~3,000 USD) 50,000 Baht (~1,500 USD) 
Seeding efficiency 92% 76-82 % 
Intra-row spacing 25 cm 25-30 cm 
Working time 102.6 min./rai 15 min./rai 
 
 
CONCLUSIONS 
 

The innovation described in this paper has four main contributions: 1) a mechanic design for 
automated direct rice seeding system; 2) a mathematical model for the dynamic control of a three-
wheel robot while most existing agricultural machines are based on a four-wheel system; 3) the 
applied EKF algorithm for sensor fusion to accurately track the robot system; and 4) the PID- and 
PD-based control systems provided for driving the control and steering control respectively. In a 
simulation the position from the EKF estimation was closer to the true path than are the measured 
and model paths. In a field test a 92% accuracy for the number of dropped seeds and an error of 5 
cm in the dropping position was obtained.  
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